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Abstract

We introduce and describe the spaces BMOPO)(D), 1 < p(z) < oo of
functions of bounded mean oscillation over unit disc in the complex plane in
the hyperbolic Bergman metric with respect to the Lebesgue measure and
variable order of integrability p = p(z).
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1 Introduction

In this paper we introduce and describe the variable order space BMOP®)(DD), 1 <
p(z) < oo of functions of bounded mean oscillation in the hyperbolic Bergman metric
with respect to the Lebesgue measure du(z) = %d:cdy, z = x +1y on the unit disc D
in complex plane C. In this context the Berezin transform of the function ¢ plays a
role of an average. The motivation of such a definition is that the Berezin transform
plays a role of Poisson transform in complex analysis, and is covariant with respect
to the analytic operations. Recently the Berezin transform was used in different
contexts, starting with Hardy spaces ([12]) and including Bargman - Segal spaces
([2]), and, it was essentially used in the definition of (analytic) Bloch space and
spaces of bounded mean oscillation ([15]).

The spaces BMOP(ID) of functions of bounded mean oscillation in the hyper-
bolic Bergman metric were defined and studied in [15], and this research continued
in [2]. In the mentioned papers the spaces BMOP(D) were defined in terms of aver-
ages over hyperbolic Bergman discs (see (4.2) below), but the authors provided an
equivalent description in terms related to the Berezin transform. These results were
obtained in the case p = 2; further some particular results were generalized for an
arbitrary p, 1 < p < oo. These results are collected in [4] (see also [16], [13], [14]
and references therein). The space BMO! (D) was also studied in [17] in connection
with the problem of relation between the compactness of a Toeplitz operator with
symbol in BMO'(D), acting in the Bergman space, and vanishing of its Berezin
transform when approaching to the boundary. Similar problem was studied in [5]
in the context of weighted Bergman space, where some weighted analogues of the
space BMOP(D) were introduced and studied as well.
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A principal difference with the theory of real BMO space is the fact that the
behaviour with respect to the radius of the corresponding (hyperbolic) discs is not
of essence, it could be even fixed. This fact also motivates the alternative definition
of such a space in terms of the Berezin transform. Another important difference is
the dependence of such BMO space on the parameter p.

On the other hand, in the real analysis during last two decades there was a
big rise of interest to the so called spaces with non-standard growth or generalized
Lebesgue spaces LPU) with the exponent p(-) which may vary from point to point.
We refer to the surveying papers [3], [6], [10] on harmonic analysis and operator
theory in such spaces, see also references in these surveys. Many publications in this
topic last years were inspired both by possible applications (shown in the book [8])
and also by purely mathematical interest. The latter was caused by the difficulties
arising in the study: the standard means are no more applicable, these variable
exponent spaces being not invariant with respect to translations or dilatations, as a
result convolution operators with integrable kernels are no more bounded in general,
Minkowsky integral inequality being a very rough mean, and so on. Meanwhile, a
breakthrough in this field was made after the boundedness of the Hardy-Littlewood
operator was proved in variable exponent spaces.

The variable exponent approach seems to be not yet obtained the correspond-
ing development in the complex analysis setting.

In this paper we deal with the above-mentioned BMOP")(D)-spaces with
respect to variable exponent p(z). The main results are given in Theorems 4.1 and
4.4.

2 Auxiliaries and definitions

Let D be the unit circle centered at the origin. The space LPU) (D), where p : D —
[1,00), consists of functions f measurable on D such that the integral (called also
modular of f)

L0 = [IFEI2du), duz) = Tdody, 2.1)

if finite. Defined in this form, the space Lp(')(ID)) is linear if and only if sup p(z) < oo,
zeD

which will be assumed in the sequel. The norm of f in the space LP)(D) is defined

as
||f||Lp(-)(]D)) = inf {/\ >0: Ip (g) S ]_} (22)

Set p, = miﬂgl p(z), p* = max p(z). The Holder inequality for functions of variable
z€ ze

order of integrability is known to hold in the form

1 1
<K HfHLP(')(]D))”gHLq<')(D)7 m + m =1, (2.3)

/D F(2)g(2)duz)




Px
spaces LPU) (D
Let 2 - be a simply connected domain in C with smooth boundary. The
Bergman metric fo(z, w) for Q is defined as

where k = L + qi*. We refer to [11], [7], [9] for further details on variable exponent
).

o 10°InKq(z2)

e

dpa(z),

where Kq(z,w) - is the Bergman kernel for Q (see, for instance, [4], [13], [14]), and
duq(z) - is the Euclidean area element. The Bergman metric length element dig, is
connected to the Euclidean one dl by the rule dlz, = v/ds2dl. In particular, for the
unit disc one has ds? = mdu(z), and the Bergman distance is defined by the
formula

1. 1+ (w) 1. |1—zw|+|z—w
=—ln—- =-1 e D. 2.4
Blzw) = s T e T — e PV 24)
Here
Z—
z - 9 D 2.5
w — a,(w) T 3a € (2.5)

stands for the Moebius transform of the unit disc to itself. Recall, that the Moebius

transform has the following properties: a?(w) = w and the real Jacobian of w —

e (1 |2
, 1—|z
|04,z(w)|2 = m-
Therefore, one has
|k (o (w)) Pdp( iz (w) = dp(w), (2.6)
where the function
ko (w) = 1——]z|2
(1 —Zw)?

stands for the normalized coherent state for the Bergman space A?(ID) on the unit
disc.

The Berezin transform @(z) of a locally integrable function ¢, connected to
the Bergman space A?(ID), has the form

ﬂ@=A¢WMmMWMW-

The Berezin transform (introduced by F.A. Berezin in [1]) of a bounded in a Hilbert
space operator T' or a function is a complex valued real analytic function.

With the goal to generalize the spaces BMOP(D) mentioned in Introduc-
tion, we define the variable order space BMOP()(ID) of functions of bounded mean
oscillation as a set of functions ¢ locally integrable on D, for which the semi-norm

||‘P||#,BMOP<-)(D) = SUHI; [poa.() — SZ(Z)HLPO%U(]D))
ze



is finite. This BMOP(')(ID))—space may be treated as a weighted space according to
relation (2.7) below. Note that ¢ € BMOP®) (D) yields

/ fo(w) = FOPdu(w) < oc,
where 3(0) = [, ¢(w) , so that ¢ € LP0)(D) and hence BMOP®)(D) ¢ LPO)(DD).
A norm in BMOp (D ) can be introduced as follows
lellBvore @y = )l proro @) + €(0)]-
Using (2.6) one has
[ 1o autw) = dutw) = [ o) = FEP k) dutw). (27)

and, correspondingly,

~ 2
lellmy0r0 @) = sup || (9() = @) E= (I o @)

3  Some results for functions f € BMOPU(ID).

In the sequel  stands for the constant in the Holder inequality (2.3).
Lemma 3.1 Let a function v be defined on D. Then for ¢ € BMOPO) (D) one has
[ 0 az(-) = @) prea-0rmy < (14 K)[[@ 0 z() = (2) || proas ()
PRrROOF. It is easy to check that
[o(w) = @(2)] < le(w) =P (2)] + |(2) = @(2)] = [e(w) —¥(2)] +

T / (o) — (=) k() Pad(w) .

Hence,
leoa.(-) = @(2)|l ooy < Ml o az(c) = ¥(2)] proazrm) +

/D (p(11) — (2)) ks () Py |

_|_

Here we use the fact that |k, (w)[?du(w) is a probability measure on I. Now it is
sufficient to note, that

< rllpoaz(s) = P(2)]| oo @),

/D (1) — (=) s (10) Pl ()

where we used (2.7) and the Holder inequality. O



Corollary 3.2 The space BMOP(')(]D)) can be equivalently described as a space of
functions ¢ for which

sup int / o) — 8P|k (w) Pdpu(aw) < oo,

zeD 0€C

and moreover,

HSO”#,BMop(»)(D) < llellgmroro @y < (1 + ”)H%OH#,BMop(J(D)a (3.1)

where ,
el psorcrmy = SUp L | (2() = DI oy (3.2)

PrOOF. Indeed, for a fixed z € D one has

inf [ lotw) =Pl () Pantw) < [ low) =GPk () Pdu(w),

0eC

which implies
||90H#,BMOP<->(D) < ||90H#,BM0P(~)(D)~
The second inequality in (3.1) follows from Lemma 3.1, taking ¢ (z) = 0. O

Corollary 3.3 If ¢ € BMOPW(DD), then || € BMOPO(D). The inverse statement
15 not true, in general.
PROOF. Due to Lemma 3.1, instead of proving the boundedness of

Il o az(-) = lel(2) [lzee o),

it is sufficient to prove the boundedness of
I el oaz(-) = 18(2)] | o) m)-
We have
[ 1o al =1 1 dutw) < [ o) = 3:) P duu),

which according to the definition of norm in LP)(ID) completes the proof. O

Lemma 3.4 The inclusion BMOP®) (D) € BMO*(D) holds.
PROOF. According to Holder inequality (2.3):
I (() = BENIkCI* lrw) < sl () = BEDIEPT [ Loom)
2 _ 2
X[ R paery = &l (() = @R e o)

where, as usual, Z) + ( 7 = 1, and we noticed again that k. (w)Pdu(w) is a prob-
ability measure on D. Taklng supremum over z € D finishes the proof. O

Since BMOP®)(D) ¢ BMO'(D), then due to results from [4] (pages 46-48) we
have the following statement.



Lemma 3.5 Ifo € BMOPY)(DD), then the function @ satisfies the Lipschitz condition
in the Bergman metric:

p(2) = e(w)] < CB(z, w).

Even though the definition of the spaces of functions of bounded mean oscil-
lation in [4] differs from that we use here (in [4] it is given in terms of averages, see
also section 5 below for the case of variable exponent p(z)), the equivalence of these
definitions for the case of constant p is known (see also [5]).

4 A characterization of functions from BMOP) (D)

In the following theorem we give certain sufficient and certain necessary conditions
for a function to be in BMOP®) (D).

Theorem 4.1 The following condition

sup{ [l 0 0 (llreem) — [8(2)] } < 00 (4.1)

is mecessary and, if @ is bounded, it is also sufficient for a function o to be in
BMOPO) (D).

PROOF. Write

I 0 ()l oa=0r) < [l 0 az(-) = @(2) || Looa=crmy + [2(2)]

Note that

P(2)] =

ow) ()Pt < [ o)l (o)) =
- / 90 s(w)] du(w) < Kllp 0 () smectro
Hence, for ¢ € BMOP()(DD) one has
sup{ llp 0 0 srsiom ~ 155 } < Cllel oo <
which proves the necessity of condition (4.1).
To prove that (4.1) is sufficient in case the function ¢ is bounded, consider

the inequality

lpoaz() = @(2)la:0m) < llpoaz()llzmwa:om +10(2)]:

If the function ¢ is bounded and inequality (4.1) is satisfied, then
[ 0 . ()| ppoas(r(my 18 also bounded and consequently [[¢]| 4 srnort) ) < 00 O



For a function ¢ locally integrable on D and 0 < r < oo introduce the
hyperbolic Bergman average

1

Dl )| o) p(w)du(w), (4.2)

Q/O\T(Z) =

where

D(z,r)={w eD: p(z,w) <r}CD

is a disc in the Bergman metric with (hyperbolic) center in z and (hyperbolic) radius
r. It is known ([4]) that

C™' < |k (w)|*ID(z,7)| < C, w € D(z,r), (4.3)

where |D(z, )| is the Euclidean area of D(z, ) with respect to the Lebesgue measure

du :
(1-— |z|2)tau1r1h7‘>2
D 5 = d =
= [ ) (1_|z|2tanh2 .

Lemma 4.2 Let ¢ be a function locally integrable on D and 0 < r < co. Then the
following pointwise inequality holds:

|20 (2) = 2(2)| < Cllp o az() = @(2) | pocz oy, 2 € D (4.4)

PRrROOF. Making use of inequality (4.3) one has
1
B3 =B < oy [ lew) - BEdutw) <
‘D(Z,’l")‘ D(z,r)
<cf el ~ F k(o) ) <

z,r)
< € [ letw) - )k (w)Pdu(w) <
D
< Cllpoasl) = FE) ey
0

Corollary 4.3 If ¢ € BMOPO)(DD), then the function @ is bounded if and only if the
function @, is bounded for a fixed r > 0.

Gathering the results obtained, we arrive at the following final statement.

Theorem 4.4 For a function ¢ locally integrable on D, the following conditions are
equivalent:

1. the function © is bounded and ¢ € BMOPU)(D);

2. the function @, is bounded for an r > 0 and ¢ € BMOPO)(D);



3. the function ¢ is bounded and

supt [l 0 ()l ren- ) — [B(2)] } < 00;

4. the function @, is bounded an r > 0 and

supt [ 0 ()l oo ) — [B(2)] } < 00;

5. the function || o a. ()| ppoo-() () s bounded

5 Description in terms of means

Given r > 0, we say that f satisfies (r,p(+)) - condition if

R 1
sup || (¢ — @:(2))[D(z, 7)) 7O || o) (p 2y < 00

The condition (5.5) is equivalent to the following one

1 / ~ p(w)
Sup ———~ plw) — (2 dp(w) < oo.
TPy D(M))| (w) (2)] (w)

(5.6)

Indeed, set
0r(2))|D(2,7)) !*WXD(W)),

Fp(w) = (p(w) — @
where xp(,)) stands for the characteristic function of the hyperbolic disc D(z,7))

Then condition (5.5) is
sup || F || ety (my < 00,
zeD

and condition (5.6) is nothing but
sup I,(F.,) < oo,

zeD

where the modular I,,(f) was defined in (2.1). As is well known, HfHLP( D) < L(f) <
Hf”,;p() if |fllpomy < 1, and ||f]|Lp() < L(f) < 1f 1f ooy > 1.
Hence,

cr < [ fllppoy < ez implies 3 < I(f) < ey,
and

Ci < I,(f) < Cy implies < ||f||Lp(,)(D) < Oy,

= min{d", &), ¢ = min{&,&)C = min{CY", 07,

where c¢3 =
Cy = min{Cy’"*, C}/*"}. Hence, if the set of norms | Fzell oty Parameterized by
z € D has lower and upper bounds ¢; and ¢y, then the corresponding set I,(F.,),

8



z € D has bounds ¢3 and ¢4 which depend only on ¢y, ¢y and p,,p*. Thus, (5.5)
implies (5.6). The inverse implication is analogous.

Note that condition (5.6) can be rewritten as sup,cp, (|¢ — g’o\r|p('))r (2) < 0.
Also, in the case of constant p(z) = p for a locally integrable function f satisfy-
ing to any fixed (r,p) condition is equivalent to be in BMO?(D). The situation is
more complicated for variable order of integration - we managed to show that this
condition is sufficient for a function to be in BMOP®)(DD).

Below we list preliminary results - some of them are automatically extendable
from the case of constant order of integration [5], but the proofs of the others differ
from that case due to specifics of variable order of integration.

Lemma 5.1 Let v € R, and 7 = 7(2) > 0 be bounded on D. Then

Jor = / ( / (1+ﬁ(u7v))”du(v))r(w dp(u) < . (5.7)

PROOF. The case 7(u) = 1, v = 2 was treated in [4]. Assume v > 0 (the case v < 0
is obvious). Set v = a,(w) and having in mind (2.6) calculate

e = fawt ([ (14 gm i) >) "~
= [t ([ (1+3m ) >)T(u)<
< o [autw ([0 1—|w|>”E\ku<w>|2du<w>)m)=

- o [a- e ([ %dmm)w.

Choose ¢ such that evr(u) < 1 and use (see [4], Theorem 1.7):

/fllﬁﬁ;ﬂm@ogcmqu%QEz weD

11— awl|*

We have
Lﬁgg/u—mmaW%Mm<m.
D

g

Proposition 5.2 Let ¢ be nonnegative and p(z) - locally integrable over D. Then
the following statements are equivalent

—

1. sup,ep eV (2) < 0o, 0< s < o0,

2. sup,ep P (2) < oc.



PROOF. The proof follows immediately from the case of constant p € [1,00) (see
[5]) by replacing ¢ with ¢P(). O

Proposition 5.3 Let ¢ satisfies (r,p(+)) condition for fired 0 < r < co. Then for
any z,w € D and arbitrary fixed s we have

|0:(2) — s(w)] < CB(z,w) +1] (5-8)

PROOF. Let ¢ satisfy the (r,p(:)) - condition in the form (5.6), E,(¢) = {z € D :
lo(w) — P(2)| = 1} and G, (¢ ) =D\ E.(p) is its complement in D. Consider

s 1 R
sup (| — @s”*), (2) = sup / o(w) — o,(2)|" du(w) <
up LG = s | o) =B dn(w)

1
< sup t/) (W)@ (2)P™ dp(w) +
zep D(z,7)) D(z,r))NE-(p)

ot
sup dp(w).
2D D(2,7)) Jpem)nc. )

The first term is bounded by the left-hand side of (5.6) and the second one is less
than 1. Hence, ¢ satisfies the (r,p,) condition, and again the result is due to the
case of constant p(z) = p ([5]). O

_|_

Lemma 5.4 Let ¢ satisfy the (r,p(-)) condition for fized r € (0,00). Then @s €
BMOPO)(D) for every s € (0, 00).

PRrOOF. Using (5.8) and changing the variables according to (2.6) we have

@oaxw>—AszM@wN%uw><
<A@w%ww¢mMWWWww<04u+Mw%mmmwwww=
=OAO+Mummmw

Bo0ax(w) = 5,(2)] =

Now the result follows by (5.7). O

Lemma 5.5 Let ¢ satisfy the (r,p(-))-condition for fized r € (0,00). Then ¢ —p, €
BMOPO(D) for every 0 < s < oo.

Proor. Consider

__1_
(0 = @s(2))ID(2, 8)| 7O | o) (D(z,5)) T

~ _ 1
||(90 - §05)|D<Z7 S)| 2() ||LP(')(D(z s)) <
1
+ [[(@s — Ds(2)ID(z, )| 79 || o) (D (2,9))

10



The first term is bounded uniformly in z according to (5.5). To estimate the second
one recall that w € D(z, s) means that 5(z,w) < s, which along with (5.8) gives

N _1 1
[(@s = Ps(2))ID (2, 8)| PO | ey pzsyy < N1C(s +1)D(2,8)] 70 || 1oy (D (5,8)) =
— C(s+1)

Hence, by the same arguments as in the beginning of this section, one can show
that (J¢ — 9/55|p('))S (z) is bounded while z runs over D. Due to Proposition 5.2, the

function <|<p — @VS’(')) (2) is bounded. But

(1o =32 () = [ 1t = B k() P
The expression above is the p(-) - modular of the function

Flu(w) = (g — 3u)(w) ks (w)]707)

Again, by the mentioned arguments, the p(-) norms of F, ; are bounded for z € D,
but according the the change of variable rule (2.6) this is nothing else but condition
5 in Theorem 4.4, which gives ¢ — §, € BMOPO) (D). O

Now we are in position to formulate the final result.

Theorem 5.6 Let ¢ satisfy the (r,p(-))-condition for fived r € (0,00). Then ¢ €
BMOPO(DD).

PrRoOF. Write ¢ = (¢ — @s) + @5 and use previous lemmas. O

Acknowledgements. This work was made under support of the Scientific
Centre CEAF, Instituto Superior Técnico, Lisbon, in the case of the first author
and under the project “Variable Exponent Analysis” supported by INTAS grant
Nr. 06-1000017-8792 in the case of the second author. The first authors also was
partially supported by Russian Foundation for Fundamental Research grant Nr.
07-01-00329-a.

References

[1] Berezin F.A. Covariant and contravariant symbols of operators. Izvestyia RAS
USSR. Math. 1972. Vol. 6, pp. 1117-1151.

2] Bekolle D., Berger C.A., Coburn L.A., Zhu K. BMO in the Bergman metric on
bounded symmetric domains. J. Funct. Anal. 1990, Vol. 93, pp. 310 — 350.

[3] Diening L., Hasto P., and Nekvinda A. Open problems in variable exponent
Lebesgue and Sobolev spaces. In ”Function Spaces, Differential Operators and
Nonlinear Analysis”, Proceedings of the Conference held in Milovy, Bohemian-
Moravian Uplands, May 28 - June 2, 2004. Math. Inst. Acad. Sci. Czech Repub-
lick, Praha.

11



[4]

[5]

Hedenmalm H., Korenblum B., Zhu K. Theory of Bergman spaces. New York:
Springer Verlag, Inc. 2000, 286 p.

Karapetyants A.N. Space BMOP®)(D), compact Toeplitz operators with
BMO!(D) symbols in weighted Bergman spaces and the Berezin transform.
Izvestyia VUZOV. Matematika. 2006, no. 8. pp. 76 — 79.

Kokilashvili V. On a progress in the theory of integral operators in weighted Ba-
nach function spaces. In ”Function Spaces, Differential Operators and Nonlinear

Analysis”, Proceedings of the Conference held in Milovy, Bohemian-Moravian
Uplands, May 28 - June 2, 2004. Math. Inst. Acad. Sci. Czech Republick, Praha.

Kovacik O. and Rékosnik J. On spaces LP@) and W+ Czechoslovak Math.
J., 41(116): 592618, 1991.

Ruzicka M.  Electroreological Fluids: Modeling and Mathematical Theory.
Springer, Lecture Notes in Math., 2000. Vol. 1748, 176 pages.

Samko S.G. Differentiation and integration of variable order and the spaces LP(®).
Proceed. of Intern. Conference ” Operator Theory and Complex and Hypercom-
plex Analysis”, 12-17 December 1994, Mexico City, Mexico, Contemp. Math.,
Vol. 212, 203-219, 1998.

[10] Samko S.G. On a progress in the theory of Lebesgue spaces with variable

exponent: maximal and singular operators. Integr. Transf. and Spec. Funct, 16
(5-6): 461-482, 2005.

[11] Sharapudinov, I.I. On a topology of the space LP®)([0,1]). (Russian), Matem.

Zametki. 1979. Vol. 26 : 4, pp. 613-632.

[12] Stroethoff K. Algebraic properties of Toeplitz operators on the Hardy space via

the Berezin transform, Contemp. Math. 232, AMS. — Providence, RI. — 1999.

[13] Zhu K. Operator theory in function spaces. Monographs and textbooks in pure

and applied mathematics. New York: Marcel Dekker. 1990. 254 p.

[14] Zhu K. Spaces of holomorphic functions in the unit ball. Graduate texts in

Mathematics. — Springer. 2004. 268 p.

[15] Zhu K. VMO, ESV, and Toeplitz operators on the Bergman space, Trans. Amer.

Math. 1987. Vol. 302, pp. 617 — 646.

[16] Zhu K. BMO and Hankel operators on Bergman spaces, Pacific J. of Math.

1992. Vol. 155, pp. 377 — 395.

[17] Zorboska N. Toeplitz operators with BMO symbols and the Berezin transform,

IJMMS. 2003. Vol. 46, pp. 2929 — 2045.

12



A. Karapetyants
Departament of Mathematics, Mechanics and Computer Sciences
Southern Federal University, Milchikova St. 8-a, Rostov-on-Don 344090, Russia
alexeyk@daad-alumni.de

S. Samko
Faculdade de Ciéncias e Tecnologia
Universidade do Algarve, Campus de Gambelas, 8005-139 Faro, Portugal
ssamko@ualg.pt

13



