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Weighted estimates of generalized potentials
in variable exponent Lebesgue spaces
on homogeneous spaces

Mubariz G. Hajibayov and Stefan G. Samko

Abstract. For generalized potential operators with the kernel % on bounded
measure metric space (X, i, o) with doubling measure x4 satisfying the upper growth
condition uB(x,7) < Cr™, N € (0, 00), we prove weighted estimates in the case of
radial type power weight w = [o(z, z0)]”. Under some natural assumptions on a(r) in
terms of almost monotonicity we prove that such potential operators are bounded from
the weighted variable exponent Lebesgue space L © (X, w, p) into a certain weighted
Musielak-Orlicz space L® (X, Wi , i) with the N-function ®(x, r) defined by the
exponent p(z) and the function a(r).
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1. Introduction

The Lebesgue spaces LP() with variable exponent were intensively investigated during
the last years, we refer to the papers [35], [23] for the basic properties of these spaces.
The growing interest to such spaces is caused by applications to various problems, for
instance, in image restoration, fluid dynamics, elasticity theory and differential equations
with non-standard growth conditions (see e.g. [2], [28], [36]). The spaces LPO) with vari-
able exponent are special cases of Orlicz-Musielak spaces, see [24] for these spaces. We
refer to [3], where the maximal operator was studied in the context of Orlicz-Musielak
spaces. A significant progress has already been made been made in the study of classical
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integral operators in the context of the LP(") spaces, see for instance the surveying papers
[4], [18] and[34].

The spaces LP(") on measure quasimetric spaces and maximal and potential opera-
tors in such spaces were studied in [1], [6], [15], [16], [14], [17], [21].

We study the generalized Riesz potential operators

LI @)= [ K@ i@t Key) = HEEL)
X

[o(z,y)] (b

over a bounded measure space X with quasimetric o, where N is the upper Ahlfors di-
mension of X. In [13], under some assumptions on the function a(p) there was proved a
Sobolev-type theorem on the boundedness of the operator I, from LP(")(X) into a certain
Orlicz-Musielak space. In this paper we extend this result to the weighted case. We deal
with the case of power weights

w(zx) = [o(x,x0)]”, o€ X.

Note that the interest to the case of power weights is caused not only by the fact that
such weights are first of all important in various applications, but also because in the case
of variable exponents it is a problem to derive the result for concrete weights from the
existing forms of general conditions on weights. (Recall that even in the case of con-
stant exponents the belongness of these or other special weights to the Muckenhoupt type
classes was first not checked directly, but obtained from the necessity of the Muckenhoupt
condition).

An extension to the weighted case proved to be a non-easy task within the frame-
works of variable exponents even for power weights, the difficulties being caused both by
the variability of the exponent and non-homogeneity of the kernel. This extension is based
on the technique of weighted norm estimation of kernels of truncated potentials given and
applied in [29], [32], [31], [33], which is developed in this paper for non-homogeneous
kernels.

The generalized Riesz potential operators I, attracted attention last years, we refer
in particular to [12], [25], where such potentials were studied in Orlicz spaces in the case
X = R” and Euclidean metric, and to [26], where homogeneous spaces with constant
dimension were admitted. We refer also to [27] for the study of the similar generalized
potentials in the Euclidean setting in rearrangement invariant spaces. For “’standard” po-
tentials (that is, potentials with the kernel of the form d(m’yl)N,a or Bflgfffiffz))) on metric
measure spaces, we refer to [5], [7], [8], [9], [10], [11], [19], [20] and references therein.

The main results are formulated in Section 2 and proved in Section 5. The main
technical tool is provided by Lemma 4.1 in Section 3.

2. Formulation of the main result

In the sequel (X, o, 1) always stands for a bounded quasimetric space with quasidistance
o(z,y) = oy, x):
o(z,y) < klo(x,2) + o(z,9)], k=1 2.1)
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and Borel regular measure p. We denote d = diam X. The measure p is supposed to
satisfy the growth condition

w(B (x,r)) < KrV. (2.2)
Definition 2.1. A function ® : X x [0, 00) — [0, +00) is said to be an N-function, if

1. for every x € X the function ® (z,t) is convex, nondecreasing and continuous in
t € [0, 00),

2. &(x,0) =0, ®(x,t) > 0foreveryt >0,

3. @ (x,t) is a u-measurable function of x for every ¢ > 0.

Definition 2.2. Let ® be an N-function and w a weight. The weighted Orlicz-Musielak
space L®(X,w) is defined as the set of all real-valued y-measurable functions f on X

such that
/<I> (x, W) du(x) < o0

for some A > 0. We equip it with the norm

Illow =it 2505 [ @ (W) du(x) <1

X

In particular, ®(z,t) = t?(®) where 1 < p(z) < oo, is an N-function and the
corresponding space is the variable exponent Lebesgue space LP(") (X, w).
Everywhere in the sequel, when dealing with the space LP()(X, w), we suppose

that
1 <p- <p(x) <py < +oo, (2.3)
A 1
Ip(z) = p(y)| < —, oxy) <; (2.4)
In 2
o(z,y)
and denote

v

w = [Q(w,l'o)]y, To € X.
The function a : [0,d] — [0, c0) is assumed to satisfy the assumptions
1) a(r) is continuous, almost increasing, positive for r > 0 and a(0) = 0,
d
2) [ @dr < 0.
0

We denote

A(r) = /@dt.

0
In the following theorem we make use of the notion of the lower dimension of X
defined by

P . nB(xz,rt)
In <h£nﬁ1(r)1f wlg)f( BT )

oim(X) =s
o) = oo Int
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as introduced in [30]. It is clear that 2im(X) = N in the cases where X has constant
dimension N, that is, ¢;7" < puB(z,r) < cor™V. In general, if X has the property that

0 < dim(X) < o0,
then X satisfies the growth condition with every
0 < N < 2im(X). (2.5)
This follows from the inequality
pB(z,r) < Cr2im(X)—e (2.6)

where € > 0 is arbitrarily small and C' = C(¢) > 0 does not depend on x, which is easily
derived from the results in [30], Subsection 2.1.

Theorem 2.3. Ler (X, o, 1) be quasimetric space with doubling measure and positive
finite lower dimension 0im(X), and let p fulfill assumptions (2.3)-(2.4) and

0<rv< Dn/n(X).
P’ (20)
oim(X
Suppose that there exists a 3 € <0, im( )> such that
b+
a(r) . ;
—=—= is almost decreasing. 2.7

rB

Then the operator I, is bounded from the space LP\) (X, w") into the weighted Orlicz-
Musielak space L(I)(X’u)”l )’ where v = ﬁ and the N-function ® is defined by its
inverse (for every fixed x € X)

o1 (z,7) = /TA (t—%) V@ dt. 2.8)

The proof of Theorem 2.3 will be based on Lemma 4.1 and the following statement
proved in [21], [22].

Theorem 2.4. Let X be a bounded doubling measure quasimetric space and p(x) satisfy
assumptions (2.3)-(2.4). The maximal operator

Mi(x) = L%ﬁr) / £ )l duy)
B(z,r)

2im(X)
P (z0) *

is bounded in LP") (X, w"), if — L% p(x

We will also use the following lemma proved in [13] (see Lemma 4.9 in [13]).

Lemma 2.5. Let p(x) satisfy condition (2.3) and a(r) be a non-negative almost increas-

ing continuous on [0,d],0 < d < oo function such that the function % is almost

tP+
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decreasing for some € > 0. Then there exist constants C1; > 0,Cy > 0 not depending on

x and r such that
Cq A(p <ot (x ij> < CQA(JC). (2.9)

rp(@) rp(@)

3. Auxiliary estimates

To prove our weighted generalized Sobolev-type theorem for the potential I, via Hedberg
approach, we need to estimate the integral

p(z)
J(z,r) = / (W) oy, z0)’du (y), x0 € X.

o\x,
X\B(z,r) ( y

Lemma 3.1. Ler X satisfy the growth condition (2.2), let the function a(r) be non-
negative and almost decreasing on [0, d] and v(x) be an arbitrary bounded function on
Q. Then the estimate

d
alo(w,y)] \" oo [a(t) 17 d
/ <W> du(y) < C/t ) dt, 0<r< 2 3.1)

X\B(z,r)

holds, where C > 0 does not depend on x and r.

Lemma 3.1 was proved in [13] in the case y(z) = N, the proof based on the binary
decomposition is the same for an arbitrary bounded ~y(x) in view of the monotonicity of
the power function ¢7(*),

Lemma 3.2. Let X satisfy the growth condition (2.2), Suppose that the function a(r) :

(0,d) — (0, +oo) is almost increasing and the function % is almost decreasing. Then
T

forO<r < g the estimate

p(x)
ftN ! [%} b dt, if o(wo,x) <7
JI(x,r) < CG(z,r)=C{ 7 d p(x)
o(zo,z)? [ N1 {a(t)} dt, if o(xg,x) > 7

(3.2)
holds, where p : X — (1,400), 1 < p(z) < p4 < 400, b > —N amd C > 0 does not
depend on x and r.

Proof. Consider separately the cases o(zo,7) < 57, 5 < o(zo,x) < 2kr, o(20,7) >
2kr, where k is the constant from the triangle inequality (2.1).

The case o(zo, ) < 57
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We have 270:4) o Rel®v) oo, 2)) (1 + W) < ok and 220:9) 5
o(z,y) o(z,y) r o(z,y)

1 1 1

P M > 5+ Hence o < m < 2k. Consequently,

p(x)
ale\r,y
.7(1’,7”) <C <((N)3">> d,u(y).
X\B(z,r) Q(l’,y) me

Then by Lemma 3.1
d
1P
J(x,7) < C/tN’l ﬁ(]\[)} tb dt.

Therefore

J(x,r) < CG(z,r), oz, 7) < (3.3)
The case 5 < o(xg,x) < 2kr.
We split the integration in 7 (z, ) as follows

a(o@@ )\
J (@) = / H) o(xo,y)"du ()
r<o(z,y)<2ko(zo,z) e Y

p(x)

+ / (W) o(z0,y)’dp (y) == J1 + Jo.
o(z,y)>2ke(wo,2) o(@)

Since % is almost decreasing, we obtain

L <C (ar(;))pw) / o(zo,y) dp (y)

r<o(z,y)<2ko(zo,z)

When o(z,y) > r and g(zo,z) < 2kr, then o(xo,y) < k(o(z,y)+ o(zo,z)) <
k (o(z,y) + 2kr) < 3k%o(z,y). Consequently,

sc(“f?)pw [ ewnran

o(z,y)<2ke(zg,z)
o(z(,y)<3k2o(=,y)

(z)
a(r)\”
<C (ﬂv) / o(zo, y)dp (y)
o(z0,y)<6k30(z0,z)
We make use of the known estimate

/ oz, y)’du(y) < CR*Y b> N (3.4)

o(z,y)<R
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valid for quasimetric spaces with the growth condition (2.2), see for instance [8], Lemma
1 (actually C' = 215272:\’_1 in (3.4), where K is the constant from (2.2)), which yields

alr p(z)
20 (M) s

It is easily seen that then
d d

p(x)
Ji < Ca (r)P™ g(xo,m)b+N/t—NP(””>—1dt < C/tN‘l ﬁ(ﬁ)} t dt,

so that
J1 < CG(x,r).
The estimate for Jo = J (x, 2ko(xo, z)) is contained in (3.3) with r = 2kp(xo, z).
Hence

J(x,r) < CG(z,1), i < o(xo, x) < 2kr (3.5)
The case o(zg, x) > 2kr.
We have
p(z)
J("E,’f’) = <a(g(x,yj\)f)> Q(l'(),y)bdﬂ, (y)
, o(z,y)

p(x)
+ / (W) o(wo, ) du (y) = Js + Ju.

x
(,y)> 2z0:2) 0@y
ox,y ok

1 1 1
For the term J3 we have o(zq, y) > Eg(xo,x)—g(m,y) > Eg(xo,x)—ﬁg(xo,x) =
1
%Q(‘TOVI) and Q(x()vy) < k(g(:co,x) + Q(:C,y>) < 2]{3@(1’071') Then
p(x)
a(o(x,
J3 < Co(wg, x)° / W) du (y) -
o(z,y)

r<o(z,y)< 55 o(x0,x)
By Lemma 3.1 we then obtain
d

t p(:E)
Js < Co(o, )" / Nt [C;(N)] dt = CG(a,r).
The term J4, coincides with J (m, %) and its estimate is contained in the

preceding case 5 < o(wo, ) < 2kr. Therefore,

J(z,r) < CG(z,7), olxo,z) > 2kT. (3.6)
Gathering estimates (3.3), (3.5), (3.6), we arrive at (3.2). O
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4. Main lemma

‘We need to estimate the norm

Npy(T,7) =

)

y—=N
Lr() | X\ B(z,r),wP®0)

~—N ~—N
where w @) (y) = o(zg,y) @0 and vy > 0.

Lemma 4.1. Let (X, 0, 1) be a bounded quasimetric space with Borel regular measure
w: satisfying the growth condition (2.2), d = diam X and let p satisfy assumptions (2.3)-
(2.4). Suppose that the function a(r) : (0,d) — (1, +00) is almost increasing, there exists

N
0 < 8 < min ( N — fy) such that

(=) p-
a(r) . ;
e is almost decreasing. 4.2)
Then
je S d
() < O fmax (o, )T for 0<r<d @3)
7o/ (=)
Proof. By definition of the norm
(¥)
alo(z,y)) \" SN
—_ d =1. 4.4
/ (Q(I,y)an,y Q($07y) :u'(y) 4.4
yeX
oz,y)>r

Ist step. Values 1, , > 1 are only of interest. This follows from the fact that the
right hand side of (4.3) is bounded from below.

N o
) {1, oo, ) 5 = 2 wuin (355, a5 )
rr (@ 7@
= min (;l(r)wﬂl(g a(? ) > CK;) >C >0,
N5 @ r

the last inequality following from the fact that % is almost decreasing on [0, d].

2nd step. Small values of 7, say 0 < r < %, are only of interest. To show that this
assumption is possible, we have to check that the right-hand side of (4.3) is bounded from
below and 77, - (x,7) is bounded from above when r > 1.

Let r > . From the fact that 1, ,, > 1 it follows that

a(o(z,y)) p(y)L .
/ (Q(%?J)N) nwg(“”o’y) dp(y) = 1.

yeX:
e(z,y)>1
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Hence

oy < / (W)p(w o(zo,y)" Nduly) < C.

yeX:
e(x,y)>1

3rd step. Rough estimate. First we derive a weaker estimate
Np~(z,7) < Cr—Na(r) (4.5)
which will be used later to obtain the final estimate (4.3). From (4.4) we have

ye
o(z,y)>r

Since ¢(z,y) > r, we obtain

veef () 4 (A2)] [ etenirNautn

X

<o) () |

where the convergence of the integral [ o(xo,y)” Ndu(y) with v > 0 (see (3.4)) was
X

taken into account.

a(r a(r
If # > 1, there is nothing to prove. When N( ) < 1, we obtain 1 <
7 Mp,y 7 Tp,y
a(r) \*~ . .
2C ~ , which proves the estimate.
7 Mp,y

4th step. We split integration in (4.4) as follows

p(y)
uZ / ( & ) oo,y Ndp(y) = I + I + I,
DY

L(I

where

X1 (z) = {yeX:r< o(z,y) < =, K(z,y) >77p,7},

N = N =

Xo(z) {y €X i1 <oley) < b K(a,y) < n}

Xaa) = {y e X oan) > 3.

Sth step. Estimation of I;. We have
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where
_ ( _ale(z,y))
ur(x7y) - (Q(J?,y)an,n/

We show that the function u,(z,y) is bounded from below and above uniformly in z,y
and r. To this end, we make use of (2.4) and following estimations in [33], p. 432, and
obtain

>p(y)p(m)

In ?(g(f&y)) In a(@(%@/j&) N
Iy (2, )] < O—2 w,yl U ETIPRC) . ’
In In
o(z,y) o(,y)
where we took into account that Z,(Q) > 1. Therefore,
O Mp,y

lnM |Ina(o(z,y)| + Nln

N
lIn (2, 9)| < C Q(Iiy) e : oY) o
In In
o(z,y) o(z,y)
Then
C alo(x,y P(w) B
N,y o(x,y)
X1(z)
By Lemma 3.2 we get
Il S C’f(x,r,p(:v)), (46)
where
d q
St [%} dt, if o(xg,xz) <r
Fla,rq) =4 " '

d
o(xg, x)7~N ftN’l [ a(t) }q dt, if o(xzg,z) >r

Np, AtV

6th step. Estimation of I5. For I we obtain

I < / (Qa(g(:v,y)))p o(x0,y)" N dp(y)

(xvnynEW
r<e<l
1 ‘/) (auxxdﬁ)>p —N
< == N o(wo,y)"™ " du(y)
Moy oz, y)N ) (
r<e<l

and the application of Lemma 3.2 gives

L < CF(w,r,po). @.7)
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7th step. Estimation of I5. For I3 we have

ale(ay) \ PW
s / N o(wo,y)" ™V dul(y)
3 > "p_ T 7 N 05
Ny (20(z,y))N
o>1

a(@(w,yzz) p-
_C oo dply)  _ C <a(9($,y)>p du(y)
T (20(z, y))N o(zo, Y )N T mpn o(z, y)N o(zo, y)N =7’

o> >3

[V

where the last integral is convergent and uniformly bounded with respect to by Lemma

3.2. Hence

I < % (4.8)

Mo,y
8th step. By (4.6), (4.7), (4.8) we have
1
1< C | F(z,rp() + Flz,rp) + 5=
M,y
We may consider 7, (z, r) only for those x, r for which 7, , (z, r) is sufficiently large:
1

Np~(z,7) > (2C) 7, where C'is the constant from the last inequality. For such z, r we
have < 1 and we then obtain

< CF(x,r,p(x)) + F(z,r,p-)]. (4.9)
a(t)

N

Taking into account that > 1by (4.5), we have

T o=

Mpy
Fla,r,p-) < CF(z,r,p(x))
Then (4.9) yields the inequality 1 < CF(x,r,p(z)), that is,
d p(x)
Jot {%} dt, if o(zg,z) <r
my <oqT d @) (4.10)
o(zg,z)7=N [tN-1 {%} dt, if o(xg,x) >r

r

9th step. Final estimate of 7),, ,. Write (4.10) in the next form

d v
[ 8p@)~Np(@) 471 {%r( " at
) <Ce T

d
(o, )71~ N [ Fp()=Np(@)+N-1 [%

if o(xzg,x) <r

b

p(z) .
} dt, if o(xg,z) > r

s
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By (4.2) we have

d

() a(T’) p(x) Tftﬁp(x)in(x)Jwil dt, if 9(x0737) <r
Mpy <C d

o(zg, x)Y N [FP@=Np@+N=1 gt if o(xg,z) > 7

r

Since 0 < 8 < min W) we have Op(z) — Np(z) + m < 0, where m can

N
— _ N-—
(p-) P

take two values: N or . Then
d
/ {P(@)=Np(@)+m—1 gy < Cpfp(@)—Np(a)+m
Therefore

p(x) <C a(r) p(z) r’Y) if Q(l‘o,l‘) <r
ooy = rNV o(xo,x) " NeN if o(zg,x) > 7

—o [« ]pm fmax(e(zo, ), ",

rp'(z

which proves (4.3).

5. Proof of the main result

Proof. As usual, we may suppose that f(z) > 0 and || f|| o) (x vy < 1 and show that

/@ [z, w(z)[®f(z)]du(z) < C < . 5.1
X
In accordance with Hedberg’s trick, we split I,, f (x) as follows
niw = [ SERwaw s [

o(z,y)N x,
B(z,r) X\B(z,r) o @y

= A (z) + Br(x).
The estimation of the first term via the maximal function well known in the case a(r) =
7%, now holds in the form

A (z) < CA(r)M f(z), A(r)= /ﬁ dt, (5.2)
0

see [13], Subsection 4.4.
For B,.(x), by Holder inequality
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/ F(@)g(@)du()| < Bl o .o l9]r 0 x.0 )
X

for variable exponents, we obtain

a(o(z,y))
0@,y

)

L' () (X\B(z,r),w=")

By (x) < Clfll ooy (x\ By, wv)

where we denote w = g(+, ) for brevity. Under notation (4.1) we obtain
Br(x) < Cnp’,v(xvr) with Y= N — Vp/IO)a

with N from the growth condition (one may take N < 2im(X) arbitrarily close to
2im(X) according to (2.5)-(2.6)).
We apply Lemma 4.1 and obtain

a(r
o 7) < L (. )]
7o
S C a(;) Q($07x)7u ~C a(l’,\:) Q(‘r(%x)iu
rp(z) rp(z)
Therefore
Bo(@) < 022 p(ag, )
rp()
and
a(r)
Iof(z) <C |A(r)M f(z) + x o(zo, x)
7o

< CAW) [0 + - an,) .

rp(z)
where we used the fact that a(r < C A(r)) which follows from (4.2). Consequently, by
Lemma 2.5 we get

If(z) <Co™! (x, rN) [T%Mf(m) + Q(x,xo)_”}

Now we choose r = ole)

o(wo, ) "~ Mf(x) ™~

Slel o) T f @) < 77 (o, [oa. 20) PO M f@P))

Hence

[ o (o gleteal @) ) dute) < [lote el 2@ ).

Then the application of Theorem 2.4 completes the proof of (5.1), if we take into account
property (2.5) . (]
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