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Abstract

We prove the Hardy inequality

ofz)+p(z)—1 f(y) dy
e < C o,
0 LIO)(RY)

and a similar inequality for the dual Hardy operator for variable exponent Lebesgue
spaces, where < (0) < ﬁ,o < p(o0) < Wlm)’ ﬁ = Wlo) — 1(0), @ =
@ — p(o0), anda(0) < ﬁ, a(co) < Wlod’ B(0) > —ﬁ, B(c0) >
—T}x}), not requiring local log-condition oR' , but supposing that this condition
holds fora(zx), u(2z) andp(z) only at the points = 0 andz = oc.

These Hardy inequalities are proved by means of the general result of indepen-

dent interest stating that any convolution operatoR8mwith the kernelk(x — y)

admitting the estimaték(z)| < ¢(1 + |z|)™ with v > n (1 — ﬁ + @) ,

is bounded inL?() (R™) without local log-condition om(-), only under the decay
log-condition at infinity.

Mathematics Subject Classificatiod6D10, 46E30, 47B38

Key Words and Phrases$iardy inequalities, Hardy operators, variable expo-
nent, generalized Lebesgue spaces, homogeneous kernels, convolution operators

!L. Diening is indebted to the Landesstiftung Baden-Wurttemberg for facilitating the analysis
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1. Introduction

The classical Hardy inequalities have the form

lxa+u HEDY) <O ¢y
0 LQ(R#)
and
o(y)dy
xﬂ+u/g5ﬁ)+1 < Cllfllomy) -2
2 La(Rl)

wherel < p < ¢ < ooand; + ; = 1. They hold if and only if

1 1 1
0<pu<- and —-=-—ypu
D q p

and
a < l, and (> —1,
p p
respectively, see for instance, [16], p. 6, [20], Ch.5, Lemma 3.14.

In the rapidly developing field of "variable exponent spaces” there have al-
ready been made an essential progress in studying classical integral operators, such
as maximal and singular operators, Riesz potentials and Hardy operators, we refer
for example to the papers [3], [4], [5], [6], [7], [13], [14], [17] and surveys [9],
[12], [18], the specifics of these spaces being in the fact that they are not invariant
neither with respect to translations, nor with respect to dilations.

In particular, a Hardy inequality of type (1.1) over a finite interfgal(] with
u = 0 was proved in [14] for variable(z) under the following assumptions on
p(x) and the exponent:

i) 1 <p(x) <py <oo on [0,],

i1) p(zx) is log-continuous off0, 4] for some smalldé >0 and p(0) > 1,

i) — 5oy < @< -

It was also shown in [14] that in the case whe(8) < p(z),z € [0, 4], the
log-condition on the whole neighborhodil 5] may be replaced by a weaker log-
condition holding only at the point = 0. In the cas® < a < Wlo)’ in [10] it
was proved that Hardy inequality of type (1.1) on a finite interval holds without
the assumptiop(0) < p(z),z € [0, 6] and with the log-condition fop(x) at the
pointz = 0 in thelimsupform.
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Meanwhile a natural hypothesis was that Hardy inequality (1.1) should be
valid under assumptions ag#(xz) and the exponents much weaker than stated
in i)-iii) .

HYPOTHESIS Let

1<p(x) <py <oo, weRy, (1.3)
A 1
_ < <= :
pla) —pO)| < o 0<w <y, (L4)
p(e) —plo0) € . w2 (L5)
plx) — ploo)| < iz x , .
Then (1.1) holds, if and only if
1 1
o < min , , 1.6
{p’(o) p’(OO)} 1.9
while (1.2) holds, if and only if
1 1
ﬂ>max{—,—}. 1.7
PO po0) &)

We prove in this paper that this hypothesis is true. The proof will be based
on a certain result on boundedness of convolution operators in the sp4cdes
This result, given in Theorem 4.6 and its corollary for convolutions whose kernels
are better than just integrable, is of interest by itself, because it does not assume
thatp(-) satisfies the log-condition. Theorem 4.6 paves the way to various applica-
tions, because many concrete convolution operators in analysis have rather "nice”
kernels, see for instance example (4.12).

2.1. Variable exponent Lebesgue spaces
We refer to [19] and [15] for basic properties of the variable expod&ht-
spaces. We only remind thatz) is assumed to be a measurable bounded function

with values in[1, oo) and the spacé&?()(Q), whereQ2 C R", is introduced as the
space of all measurable functiofiér) on {2 which have finite modular

) = [ 1f@)pds < oc
Q
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and the norm ir.”()(Q) is introduced as

Iflla = inf{)\ >0: I, (i) < 1} )

DEFINITION 2.1.

I. In the case2 = R", by M (R™) we denote the set of all measurable
bounded functiong : R™" — RL which satisfy the following conditions:

i) 0<p_<plx)<p; <oo, xR

i1) there exist®(oo) = xlinéop(x) and

— < — " .
Ip(z) = ploo)l = o) “€R (2.1)
By P~ (R") we denote the subset g#(,(R") of measurable bounded func-

tionsp : R™ — [1, 00).
Il In the case?) = RY, by My (R ) we denote the set of all measurable
bounded functiong(z) : R} — R} which satisfy the following conditions:

i) 0<p <p(x)<p;y <oo, zeRL,
iip) there exist®(0) = lir%p(w) and |p(z) — p(0)| < 2, 0<az <3,

In

x> 2.

|
g
s

iin) there existgi(oo) = lim p(z) and |p(z) — p(s0)| <

By Po.00 = Po,00(R}) we denote the subset of functiop&) € Mo (RL)
with inf p(x) > 1.

zeRL

Observe that
clx“(o) < gh(®) §02x“(0), 0<z<1, and clx“(oo) < ghl@) §02m“(°°), z>1
for everyu € My o, and consequently,
clIu(O) < 2H () < szu(O) (2.2)

for € Mo oo With 1(0) = p(o0).
2.2. On kernels homogeneous of degreel
The operators

o0

He f(z) = 27 / / <g>dy and  Hsf(x) = 2" / eWdy (5
0

Y yﬂ+1

T
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have the kernels

k*(z,y) = ! (";)a&(w —y) and kg(z,y) = ; (Zj)ﬁﬂ(y — 1), (24)

T

respectively, wheré, (x) = %(1 + signz). They are examples of integral opera-
tors with kernels homogeneous of degrek

EQx, \y) = X Yk(z,y), =,y €RL, A>0;

we refer to [8] for such operators, see also [11], p. 51S. As is known, any operator

Ko(z) = / k(z,y)o(y)dy
0

on the half-lineRL with a homogeneous kernglx, y) may be reduced to con-

volution operator on the whole linB! by means of the exponential change of
variables. In the case of constanand order of homogeneity1, the mapping

(Wof)(t) = e 7 fle™t), —00<t< oo (2.5)
realizes an isometry df,, (R} ) onto L, (RY) : W, f]l 1, 1) = 1£1, 1 )» @nd
WKW, ' = H (2.6)

where

sz/h@—ﬂﬂﬂw, h(t) = e k(1,eb), teR!

and|[hf| L1 (gny = fy k(L y)|dy.

3. Main statements

The following statements are valid, the proofs of which are given in Sections
5 and 6.

THEOREM 3.1. Letp € Py . Then the operatorH* and’H are bounded
in the spacd.»")(RL) if and only if conditions (1.6) and (1.7) are fulfilled, respec-
tively.
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REMARK 3.2. One may taker andg variable, and deal with the operators

[e.e]

() a1 [ ) _ 8w [ey)dy
H f(x)=x /ya(y) dy and Hgf(z) ==z S
0

T

(3.2)
wherea(z) is an arbitrary bounded function log-continuous at the origin and in-
finity: |a(z) = a(0)] < i 0 < 2 < g, |a(z) — a(oo)| < gy @ > 2,

and similarly for3(z). Then Theorem 3.1 remains valid with conditions (1.6) and
(1.7) replaced by

1 1
a(0) < 7(0)’ a(o0) < V() (3.2)
and . .

The following theorem is a generalization of Theorem 3.1 covering the Hardy
inequalities (1.1)-(1.2).

THEOREM3.3. Letp € Py andu € My and

1 1
0<u0)<—— and 0< pu(oo) < ——.
Let alsog(z) be any function irP, . such that
1 1 1 1
—— = ———u(0) and —— = —— — u(c0). (3.4)
q(0)  p(0) © q(o0)  p(o0) (c0)
Then the Hardy-type inequalities
L [ f)d
peruo-t [ LD < C Il (35)
0 LaC)(RY)
and
o [ Fy)dy
) ?5511 <C Hf”Lp(»)(Ri) ) (3.6)
T Lq(')(]R#)

are valid, if and only itx and3 satisfy conditions (1.6) and (1.7).

REMARK 3.4. Theorem 3.1 is a particular case of Theorem 3.3, but we prefer
to give separately their formulations and proofs.
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4. On convolutions in LP() (R™)
with kernels in L' N L"

As is well known, see [20], if a kernéi(x) has a non-increasing radial domi-
nant in L (R™), the convolutiork = f(z) is pointwise estimated via the maximal
function M f(z). Therefore, for such kernels the boundedness of the convolution
operator in the spacé?()(R") follows immediately from that of the maximal
operator. However, in terms of sufficient conditions this in fact requires the log-
condition to be satisfied on the whole Euclidean sgateMeanwhile, for rather
"nice” kernels, this everywhere log-continuity seems to be an extra requirement
and it is natural to suppose that for such kernels the log-condition is needed only
at the infinite point, that is, the decay condition. Theorem 4.6 below gives a suf-
ficient condition of such a kind for convolution operators. To prove Theorem 4.6,
we need the following embedding theorem from [5]. In Theorem 4.1 and in the
sequel we use the conventiexp(—K/0) := 0.

THEOREM4.1. Letp, q be bounded exponents &t. Then
LPO(R™) — LIO(R™)
if and only ifp(-) > q(-) almost everywhere and there exisis> 0 such that
/ exp <1_K1> dr < o0.
n o\

P roof. The theorem is just a reformulation of Lemma 2.2 of [5] witk-
exp(—K). ]

REMARK 4.2. For every functiorp € P, (R") there existds > 0 such that

/ exp <1_K1> dr < 0. 4.1)
» 5 Tl
Indeed, forK := 2n A, whereA = sup Wlm) — p(—}w)‘ In(2 + |z|), we have
TzeR™
—-K
/ exp <‘11> dzx < / exp (—2n In(2+ |z])) dz < co.
" p(z) — p(oo) "

COROLLARY 4.3. Letp € Po(R™), A = const and\ > p(c0). Then

LPO(R™) s Lmin{P()A} (R7)Y (4.2)
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unconditionally wher\ > p(co) and under the decay conditid@.1) or its weaker
form (4.1) when\ = p(o0).

REMARK 4.4. Letthe exponents;, ps, ps satisfy (1.3) angh; (z) < pa(x) <
ps(x) almost everywhere oR™. Then

Lpl(')(]Rn) N Lp3(')(]R”) SN LPQ(')(}R”). (4.3)
This follows directly from¢P2 < ¢Pr 4 Ps3,

LEMMA 4.5. Let a bounded exponeptonR™ with1 < p_ < p. <
either satisfi(2.1) or its weaker forn(4.1). Then

LPO)(R™) N LP+(R™) = LP(®)(R™) 0 LP+(R™) (4.4)
and
LPO)(R™) 0 LP- (R™) — LPIO)(R™) + LP-(R™). (4.5)
Moreover,
LPO(R™) — LP-(R™) + LPOO(R™). (4.6)

P ro of. For simplicity we will drop thé&™ in the calculations. Due to (2.1),
Theorem 4.1, and (4.3) it follows that

LPO O [P+ e pmindrO)p(0)} o 1P+ by Theorem 4.1

o, Jmax {p(-),p(c0)} N LP+ by (4.3)
< PO A P+ by Theorem 4.1.

This proves (4.4). Analogously, by Theorem 4.1,
LPO) A P pmin{p()p(e0)} 1 p-
SN LP(OO) + LIL’
where we have used in the last step tfe (7():p(0)} < ¢p(o0) 4 tp- Thus (4.5)

is proved. To prove (4.6), defin® = fxy <1y and fi := fxyf>1; SO that
f = fo+ fi. We have

| fo(@) P + [ fo(x) P+ < 2] fo(a) P,
A1) PP+ [ fola) [P~ < 2] fa(x) P
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Thus
LPO) s (LPO) 0 LP+) 4 (1P 0 LP-)

and then by (4.4)-(4.5)

LPC) s (LP(°) o [P+ o (LP() 4 [P=) s [P(®) 4 [P—

THEOREM4.6. Letp andq be bounded exponents & with1 < p_ <
Pt < 00,1 <qg- < g4 <ooandg(oo) > p(co), which satisfy eithef2.1) or its

weaker form(4.1). Letry, so € [1,00) be defined by
1 1 1 1 1 1

:1—7+7 7:1_7_’_7’ 7.‘OSSO‘

0 p(c0)  q(o0)”  s0 P g+
Then the convolution operatersatisfies
% LPO) x (L"NL%) — La0) ﬂLq+, r<rg<sy<s.
In particular, under the choiegz) = p(x) andr =1,

« 1 LPO) s (L' N L%) — LPO N P

Proof. Besides (4.7), define
1 1 1 1 1

—:1—7 _— — = . R

)

1 p—  q(o0) 51 p(00) qy
Then

1<r<rog<min{r;,s1} <max{ry,si} <sp<s<oo.

By classical Young's inequality the convolution operat@atisfies
« [P x L% — L9,
$ 1LV x L — [A()
s 1 LP(O) 5 [51 5 L9+

% 2 LP() 5 pro _, pa(eo),

)

Therefore,
% :LP x (L™ N L%) — L) 0 L9+
% LP(O) 5 (Lo N L51) — L909) q L9+

(4.7)

(4.8)

(4.9)

(4.10)
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Moreover, from (4.9) we deduce
L'NL?— L™ NL%, L'NL?— LNL%.
This and (4.10) implies
s 1 (L7~ + L)) x (L' N L¥) — L) A 19"
Thus embeddings (4.6) and (4.4) imply
x 1 LPO) x (L' N L%) — LI n L'
This proves the theorem. [
COROLLARY 4.7. Letk(y) satisfy the estimate

C

————,  yeR" (4.11)
(1+1yl)

k(y)| <

1 1 i
for somev > n <1 ~ ) T m) . Then the convolution operator

Af(x) = / k() f(@ - y)dy

R

is bounded from the spade®)(R") to the spacd.?)(R") under the only as-
sumption thap, g € Pso(R™) andg(oco) > p(o0).

P roof. The assumption animpliesk € U,>,,L" with ¢ given by (4.7).
Now, use Theorem 4.6. n

As an important immediate application of the above boundedness of convolu-
tion operators, consider tigessel potential operator

BYf(x) = - Go(r —y) fly) dy, a>0 (4.12)
with

a—n
2

Gao(z) = c(a,n) |22 Koo (|2]),

which is well known in the theory of Sobolev type spaces of fractional smoothness.
According to Theorem 4.6 in the case

LI (4.13)

p— p+ n
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this operator is bounded in the spab&")(R") under the only assumption that
p(-) satisfies the decay condition, that j5,c P (R™). The boundedness of
the operato3* in the spacel”()(R") was earlier shown in [2], [1] without the
condition (4.13) on the variation 1x , but under the assumption that besides the
decay conditionp satisfies everywhere the local log-condition.

5. Proof of Theorem 3.1

We will follow the idea of reducing operators with homogeneous kernels to
convolutions, presented in (2.5)-(2.6), and introduce the mapping

(Wpf)(t) = e 70 f(e™?), t R (5.1)
5.1. Auxiliary lemmas
We need the following simple lemmas.

LEMMA 5.1. Letp(z) € P(RL) andp(0) = p(cc). Then the operator
W, maps isomorphically the spadé')(R') onto the spacé?-()(R!), where
p*(t) =P (eit) andp*(—oo) = p*<—|—00) and

«(t) — pe < , teR. 5.2
ps(t) p(OO)\_,t,Jrl € (5.2)
Proof. We have
W f(t) D« (t) eiﬁf (e_t) P (t) b f(SU) p(z)
/ P dt :/ dt = /ggpw) dzx.
A A A
R1 R R_l‘_
(5.3)
By (2.2) we have the equivalence
R o) (5.4)

on the whole half-axiRi. Therefore, the boundedness
IWofllLoeor ey < CllF Nl ooy ey
follows from (5.3) in view of equivalence (5.4). Similarly, the boundedness
”Wpill(/}HLP(?(R}F) < C’WHLP*(-)(RU
no of the inverse operator

Wy l(x) = 27 70(— Inz)

is checked. m
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LEMMA 5.2. For the Hardy operatoid“ andH 3 the following relations are
valid

(W HOW, M p(t) = / h_(t — 7)(T)dr, (5.5)
Rl
and
(W, Ha W (1) = / ha(t — 7)(r)dr, (5.6)
Rl
where

o) = Fo ) (1) and hy@) = Vo) 57)
andf_(t) =1 —0,(t).
P roof. The proofis a matter of direct verification. [

5.2. The proof of Theorem 3.1 itself

I. Sufficiency
1°. The casep(0) = p(0).

We first assume that
p(0) = p(c0). (5.8)

By Lemmas 5.1 and 5.2 the boundedness of the Hardy opetdtbendH 3
in the spacd.”()(RY) is equivalent to that of the convolution operators with the
exponential kernels_ (t) andh, (t), respectively, in the spade’-()(R') . Under

the condition% —a>0 andﬁ + 8 > 0, the convolutions_ * ¢y andh. )

are bounded operators I+ (") (R') according to Corollary 4.7, and consequently,
the Hardy operator&® and’H s are bounded in the spaé&()(RY)

20, The casep(0) # p(o0).

Let0 < 0 < N < oo and letyg(z) denote the characteristic function of a
setE C RL. (Note that the idea of the following splitting and extension of the
exponent(-) was suggested by E. Shargorodsky in the discussion of the proof of
Hardy inequalities with the second author). We have :

He f(2) = (Xo,6) T X[s.8] + X[N,00)) H* (X[0.6] + X[5.8] + X[N,00)) ()

= X106 (@) (H*X[0,61f) () + Xi5,00) (@) (H*X[0,3f) () (5.9)
FX[N,00) (@) (HOX(v,00) f) (2) =2 Vi) + Va(z) + V3(x).
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It suffices to estimate separately the modulgid/,), & = 1,2, 3, supposing that
e @y < 1.
For I,(V1) we obtain

x)

6| =z p(

a—1

Ip(Vl)Z/ /xyﬁ fy)dy|  dx
0 10

00 T p1(2)
a—1
< / ( / = f(y)dy) dz = I, (H" f), (5.10)

0 0

wherep; () is any extension of(z) from [0, 6] to the whole half-axi®’ which
satisfies conditions (1.3)-(1.5) and for whigh(0) = p;(co). Such an extension
is always possible, see Appendix in Section 7. Then from (5.10) we obtain

(Vi) <C < oo whenever |f]|zp0 gy <1

according to the iterd” of the proof.
The estimation of,(V3) is quite similar to that of,,(V; ) with the only change
that the corresponding extensiongfr) must be made froMV, co) to RY,.
Finally, the estimation of the terivi(x) is evident:

p(z)

[ee) N
Ip(Vg)g/ xa_l/f(y)dy da, (5.11)
1 0

ya

where it suffices to apply thedtder inequality inLP(')(RL) when we integrate in
y with @ < p,—t.) taken into account, and make use of the fact that m when
we integrate inc.

Similarly the case of the operatdts is considered (or alternatively, one can
use the duality arguments, but the latter should be modified by considering sepa-
rately the spaces df, ] and[N, oo), because we admyjt(z) = 1 in between).

Il. Necessity

The necessity of condition (1.6) follows from the simple arguments: the bound-
edness of the operatéf® in LP¢)(RL ) implies thatH* is well defined on all the
functions inLP()(RL), in particular, on the function

XJo.11(z)
fo(z) = [?7] e LPO(RYL) (5.12)

xmln%
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so that the existence the integral

xT

d 1
Hfo(x) = 271 / — YW 4y, O<z<-
/ ya‘f‘m In % 2

implies the conditiory < % -
To show the necessity of the conditian< ,( L it suffices to choose

Joo(x) = W € PORL), A >max(1,1 - a). (5.13)
3
Forz > 3 we have Hf(z) = z®~ 1f il > 1fyff$ — cz®1 which

belongs taL?()(RY) only if (1 — a)p(co ) > 1, thatis,a < i

Similarly the necessity of condition (1.7) is considered.

6. Proof of Theorem 3.3
6.1. Preliminaries

As in Section 5, we shall consider first the case whgi® = p(oo) and
suppose that(0) = u(co) as well.
Similarly to (5.1), we use the mappings

(Wof)(t) = ¢ T f(e™") and  (W,f)(t)=e T f(e™), teR', (6.0)

1 1 . .
Wherem = @ — 1(0). As a generalization of Lemma 5.2, we have the follow-

ing statement for the operators

HOH () = 240 / IO, pypa) = a0 [ LY 62)

LEMMA 6.1. For the Hardy operatoild " andH g , the following relations
hold

W H W, (0) = [ bt = ryo(ryar, 6.3)
R1
and
Wik, 00) = [ (e = rys(ryar (6.4)
R1
whereq(o) % w1(0) andh_(t) andh(t) are the same kernels as in (5.7).

Proof. The proofis direct. [
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6.2. The proof of Theorem 3.3 itself

19, The casep(0) = p(oo) and 11(0) = p(00).
By Lemma 5.1 we have

Wofllo-oo @y ~ Il o@ey and [We sl o @y ~ 19000 @), (6.5)

wherep, (t) = p(e™),¢.(t) = q(e~t). Therefore, thel?()(R!) — LIO)(R!
boundedness of the operatat&™* and Hg ,, follows from the LP+()(R1) —
L%()(R') boundedness of the convolution operator®dmwith the kernelsh (t)
andh_(t), respectively.

Sincep,% oy > 0 and ( + B > 0, the convolutiong:_ * 1) andhy *
are bounded operators frofP«()(R') to L2()(R!) in view of Corollary 4.7.
Consequently, the Hardy operatdf$-* andH s, are bounded fronlLf"(')(Ri) to
LIC)(RL). Then we get at (3.5)-(3.6) since

x,u,(m) ~ LU'U'(O) on R}F
by (2.2).

20, The general case.
The proof follows the same lines as in (5.9)-(5.11). For example, instead of

(5.10), we will have
1) q(z) 0/ x waﬁul(ﬂ?)*l
&) :/ dwg/ / Wy | e,
0 0 \o Y
(6.6)

and analogously fof,(V3). That is, we have to arrange the corresponding exten-
sion ofp(x), ¢(z) andu(z), which is possible, see Lemma 7.1.

T

[ s

Similarly, the estimation

[e'e) N
1 0

ya
is easily obtained.
Finally, it suffices to observe that the counterexamples for the necessity in
Theorem 3.3 are the same as in (5.12) and (5.13.)

der < (C <
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7. Appendix

LEMMA 7.1. Given a functiorp(z) € Py (RL), there exists its extension
p1(x) € Pooo(RY) from an interval0, 8], 6 > 0, toR! such that

i) p1(z) =p(x), = €]0,4], and

i) p1(0) = p1(o0).

P roof. The possibility of such an extension is obvious, but we give a direct
constriction for the completeness of the presentation.
A function p; (z) may be taken in the form

pi(z) = w(z) p(z) + (1 — w(z)) p(c0),

wherew € C*°(]0,00)) has compact support andz) = 1 for z € [0, J]. Then
both log-conditions in (1.4)-(1.5) are satisfied fa(z). Moreover,

1 <min {(po)-,p(c0)} < (p1)- and (p1)+ < max {(po)+,p(c0)} < .
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