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Abstract

A Volterra integral equation of the first kind
Ko(z) = / Ko — () dt = f(z), 0<z<b<oo
0
with a kernel k(x) € L1(0,b) is called Sonine equation if there exists
another locally integrable kernel ¢(z) such that [ k(z — t)¢(t) dt = 1.

We construct the real inverse operator, within the framework of the
spaces L,(0,b), in Marchaud form:

K~ f(x) = t(a) f(z) + / W ) — f(a)] de

with the interpretation of the convergence of this ”hypersingular” inte-
gral in L,-norm. The description of the range K(L,) is given.
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1. Introduction

We study integral equations of the first kind

Kgo::/oxk:(a:—t)go(t)dt:f(x), x € (0,b), (1.1)

where 0 < b < oo, and k() is the so called Sonine kernel, see Definition
2.1. A formal solution of such equations is known long ago [5]-[6], see
also [4], p. 85 about Sonine equations.



In [3] there was given the solution of a similar equation on the whole
real line R! in the space L,(R!) by constructing the inverse operator
bounded from the range K(L,) into L,(R'),1 < p < cc.

Meanwhile, Sonine equations occur in applications in the case of a
finite interval [0,b]. The results obtained in [3] may be applied to the
case of the half-axis R} via the natural truncation. As for the case of a
finite interval, the results of [3] may be also obviously applied due to the
Volterra kind of the equation, but under assumptions made in [3]. In [3]
it was assumed that the kernel k(x) and the so called associate kernel
¢(x) (see Definition 2.1) are differentiable for large x and the derivatives
K'(z), ¢ (x) are absolutely integrable at infinity:

o oo
/ |K'(t)| dt < oo, / |0'(t)| dt < oo (1.2)
N N

for some N > 0, and the inverse operator involved values of the kernel
¢(x) up to infinity. However, we have to obtain the inversion of the
equation in natural terms, related to the values of the kernel on [0, ]
only, and to avoid usage of assumptions of type (1.2). This is moreover
important that assumption (1.2) on £(z) proves to be restrictive and is not
satisfied for various examples, for instance, for the following important
particular case

A+int
ho) = —=2+
or even the case k(r) = 1 — %5, a > 0, and many others.

Therefore, there arose the necessity to deal with equations (1.1) anew,
avoiding assumptions of type (1.2). This is the goal of this paper. Under
some natural assumptions on the kernel k(x), we construct the inversion
of equation (1.1) in L,(0,b) and characterize the range K (L,(0,b)) of the
operator K.

Examples involving important cases of elementary and special func-
tions defining the kernel k(z) are considered.

2. Preliminaries.

2.1 Sonine kernels



Definition 2.1. A kernel k(x) € L1(0,b) is called a Sonine kernel,
if there exists a kernel £(x) € L1(0,b) such that the relation

/xé(x—t)k(t)dt—l, (2.1)

is valid for almost all x € (0,b). Correspondingly, the operator K with a
Sonine kernel k(x) is called Sonine integral operator.

The kernel ¢(x) will be referred to as the kernel associated to the
kernel k(x). Obviously, ¢(z) is also a Sonine kernel.

From relation (2.1) it follows that the formal solution of equation
(1.1) is given by

d x
ola) =+ / o — 1) f(1) dt. (2.2)
T Jo
For an equation of type (1.1) on the whole line R', the inversion operator
adjusted for L,-solutions, was given in [3] in the form

o0

plo) =K = o) (o) + [ @l - Sl de (23

0

For functions f(z) supported on the half-axis R (as in (1.1)), operator
(2.3) may be also represented in the form

K = @) @)+ [ (OG-0 -s@ld @
0
which suits well for the goals of this paper. Compare (2.4) with the

Marchaud-type form of the fractional differentiation ”with the starting
point x = 07

() a liﬂ@—f@—ﬂ
Dy = dt
0+ (@) 'l —a)z + I'l—a) tlta ’
0
see [4], p.225, formula (13.2), which corresponds to the case k(z) = ‘”Fa(;)l

We show that the construction (2.4), with the integral term in (2.4)
treated as convergent in L,-norm, provides the inversion operator for
equation (1.1) with L,-solutions.

Sonine kernels have the following property.



Lemma 2.2.(/3]). Let a Sonine kernel k(z) and its associate {(x)
have distributional derivatives in L1(0,b) for any 6 > 0 and satisfy the

conditions
limtk(t) =0,  limtl(t) =0. (2.5)

t—0 t—0

Then the formula is valid

/Ox O k(@) — k(z— 1) dt =k (2) € (). (2.6)

for almost all x > 0.

As in [3], we introduce some assumptions on behaviour of the kernels
k(x) and ¢(x) near the origin:

monotonicity near the origin: there exists a neighborhood 0 <
T < g¢ where

k(x) >0, ¢(x) >0 and k(z) |, {(x)], 0<z<eg (2.7)

absolute integrability of £'(x) and ¢ (x) beyond the origin: it
is assumed that derivatives exist in the generalized sense and

/5 |k ()| dx < o0, /5 |0/(x)| de < . (2.8)

for any 0 < 0 < b.
In [3] the following statement was proved.

Lemma 2.3. Any Sonine kernel satisfying assumption (2.7), has the
following properties:

zk(x)l(x) <1, 0<z<eg (2.9)

k(a:)/oxl(t)dtgl and E(m)/ozk(t)dtgl (2.10)

for all x € (0,¢9), and

xlir& k(z) = xll,%l+£ (x) = o0, (2.11)
xlir& zk (z) = IIE& zl (x) =0, (2.12)
b
sup {E (5)/ |k () — k(z —¢)] dx] < 0. (2.13)
0<e<eg 5

s M'k (t)|dt/:tl(s) ds} <1 (2.14)
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and

s [ /0 )i / I (t)|dt} < . (2.15)

Remark 2.4. For the first inequality in (2.10) to be valid, it suffices
to suppose that only the function k(x) satisfies condition (2.7); similarly,
only ¢(x) has to satisfy (2.7) for the second inequality. Property (2.13)
was proved in [3] in the case b = oo. The proof for b < oo is slightly
different, so we give it in Appendix.

2.2 Inversion of Sonine equations on the whole line.

For the operator
Ko = / k(e — )o(t) dt = f(z), 2 € R!
R1

in [3] the theorem below was proved, in which the following condition is

used: o (o
/ | E >|d < 00 (2.16)
N P

T
where

kP (F) = % /O k*(s) ds

k*(s) =inf{t > 0:m(k,t) < s} being the non-increasing rearrangement
of |k(z)], m(k,t) = mes{z € R : |k(x)| > t}.

Theorem 2.5. Let k(x) be a Sonine kernel satisfying condition
(2.16) for some N > 0, assumption (2.7) and conditions (2.8) with
b=o00. Then

K 'Ky = o, ¢ € L,(RY), 1 <p< o0, (2.17)
where
(K™ f)(x) = ((00) f () + lim Oo[f(ﬂﬁ — 1) = f@]lt)dt.  (2.18)
(Lp) 7€

In the next theorem we use one of the following assumptions on k(z)

| LR ()7 d
i) ilg(l) k() di < 00 (2.19)




and

1
ii)  there exists an « € (O, —) such that sup |2* 'k(x)| < oo

p R
(2.20)
and we denote for brevity
Y (R!) = { Ly (RY), if  k(zr) satisfies (2.16) and (2.19)
Ly(RY), ¢= 5, if k(zx) satisfies (2.20)
(2.21)

where the Young function ®(u) defining the Orlicz space Lg(R') is given
by

-1 (g;):fo k**l(t)dt:p[xi /0;|k:(s)|ds+[oo LGP

tr sr

(2.22)

Theorem 2.6. Let k(x) satisfy conditions (2.16),(2.7) and (2.8) for
b=oc. Then f(z) € K(L,), if and only if f(z) € Y(R') and one of
the following conditions is satisfied

e—0
(Lp)

lim K_'f € L,(RY) or sgg HK;lf”LP(RI) < 00. (2.23)

2.3 On identity approximations.

An operator A, is said to be an identity approximation in a Banach space
X if ||Acf — fllx — 0 as ¢ — 0. Let A, be a convolution operator:

Acp = /aa (t) o (x —1t)dt, e>0. (2.24)

Rn

Statements, providing sufficient conditions on the family a. (¢) for oper-
ator (2.24) to be an identity approximation are well known, at the least
for L,-spaces. The following version of such a statement in the general
Banach function spaces setting was proved in [3].

Let X = X(R") be an arbitrary space of functions defined on R",
satisfying the following axioms:

1) X is translation invariant: ||f(z — h)||x < C| f|lx with C not de-
pending on h € R™ and the mean continuity with respect to the norm

| - [[x holds:
wx(f,0) = sup [[f(x —h) = f(z)l[x =0 as §—-0;  (2.25)

|h|<d



2) Minkowsky integral inequality is valid

Lemma 2.7. Let a Banach function space X satisfy assumptions 1)
and 2) and functions a.(t) satisfy the conditions

f(,t) dt
R7

< [ 10y d (2.26)
X R™

lin(l] a. (t)dt =1, and la. (t)|dt <M < o0 (2.27)
eV IR Rn

with M not depending on € and

lim [ Ja. ()] dt =0 (2.28)

for any 6 > 0. Then A. is an identity approzimation in the space X.
2.4 The generalized Hardy inequality.

Theorem 2.8. Let a kernel k(z) € Ly(]0,0]), 0 < b < oo, satisfy the
monotonicity condition (2.7) in a neighbourhood of the origin. Then the
following Hardy-type inequality is valid:

i

for any function {(z) such that

< A HQDHLP(O,b) ) 1< P < o9, A> 0>
Lr(0,b)

((x) /090 k(x —t)p(t) dt

(2.29)

sup €(:c)/ k(t)dt| < oo (2.30)
0<x<eg 0
and {(x) is bounded beyond [0, ¢):
|0(x)] < C, g0 <z <b<o0. (2.31)

Proof. The proof follows the well known idea that the operator

Ap(z) = () /050 k(x —t)p(t) dt (2.32)

may be dominated, in a neighbourhood of the origin, by the maximal
Hardy operator

1 x+h

(Mg)(z) = sup — ()] dt, 0<ux<b, (2.33)
h>0 2N Jop,



due to the monotonicity of the kernel near the origin. In (2.33) o(t) is
assumed to be continued as zero beyond the interval [0,b]: fo(t) =0, if
t <0Oort>b Asis well known, the maximal operator M is bounded in
the space LP(0,b):

1Ml o) < Cllellop) » 1 <p<oo, (2.34)

see for example, [7].
Under assumptions (2.7) and (2.30)-(2.31), the following pointwise
estimate

‘z(g;) /0 (e — e(t) dt‘ < CMp(z) (2.35)

is valid for almost all z € (0,g0]. To prove (2.35), we represent the
integral as follows:

2— m+1

/ k(z —t)p(t) dt = Z / o(z —t) dt. (2.36)
0 2—mg
Making use of the monotonicity property (2.7), we obtain:
T oo g—m+1y
/ k(x —t)p(t) dt‘ < Z k(27ma) / lo(x —t)] dt
0 m=1 2—my

Consequently,

[ k=00 dt\ < A(2)(M)(x) (2.38)

with A(z) =Y | k(27™x) £2*7™. The function A(z) may be estimated
via the kernel k(x). To this end, we return to (2.36), make use of the
monotonicity of k(x) again and obtain that

92— m+1 [o'e)

m+1
/0 ) dt = Z /2 dt > (2~

Zk )27 % e = —A(x).

m=0 m=1



Therefore,
Ax) < 8/ k(t) dt, 0 <z <e. (2.39)
0

Then from (2.38) and (2.39) we obtain

) [ e = 0000 e < st0) [ ko) dr- (Mo)o) < CO)

by condition (2.30).

Then the statement (2.29) follows from (2.35) in view of the bound-
edness (2.34) applied to the interval [0,g¢]; on the interval [g,b] the
boundedness is trivial since ¢(z) is bounded on [y, b] and k(x) is an
integrable kernel. O

Corollary 2.9. Let a Sonine kernel k(x) € L1([0,b]) and its associate
U(x) satisfy the monotonicity condition (2.7) and let ¢(x) be bounded
beyond [0,eo]. Then inequality (2.29) holds.

Example 2.10. Let k(z) = 272l 0 < o < 1. In this case we have

zl=
1 Cln™(x —t)|
—w(t) di < Allell (2.40)
z* (1 + |lnmx]) Jy (v —1t)l-@ Lr(0.5) Lr(0.6)
with 1 <p < oo and 0 < b < o0.
Indeed, we have [z~ 'n™z doz = 2 Y ¢;lniz, sothat [ |k(t)| dt =
=0

€T m
[t Hin™t| dt < x* )" aj|llniz| for all z € RL, a; being constants.
0 7=0
Therefore, the condition

1 €T
k()] dt <
xo‘(1+|lnmx|)/0 k()] dt < €' < 00

is satisfied.

3. Statements of the main results.

Following the approach in [4], p. 226, see also [3], we consider the trun-
cation of operator (2.4) in the form



For further goals we find it convenient to denote

Jewlf@—n-f@ldt, w>e
Wf) = (32)

0, O<zx<e

so that
K 'f(x) =4(z)f(x) + U f(z), O<az<bh. (3.3)

We prove the following theorems A and B.

Theorem A. Let k(x) be a Sonine kernel satisfying assumptions
(2.7) and (2.8) on [0,b],0 < b < oco. Then for any f = Ko with
we L,(0,b),1 <p<oo

p(r) =K' f = L(z) f(x) + /5'(15)[1”(56 —t) — f(z)] dt (3.4)

where the convergence of the integral in K=1f = lir% K_'f is treated in
E—>

the L,-sense:
Jimy (A "DHLp(o,b) : (3.5)

Theorem B. Let a Sonine kernel k(z) satisfy assumptions (2.7) and
(2.8) on [0,0],0 < b < oo. A function f € Li(0,b) is in the range
K(L,), 1 <p < oo, if and only if

() f(z) € L,(0,b) (3.6)

and one of the following conditions s fulfilled:

i) liirg U.f e Ly(0,b), (3.7)
(Lp)
or
i1) sup ||\I/6f||Lp(07b) < 00. (3.8)
0<e<b
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4. Proof of Theorem A.

First, we prove Lemma 4.1 providing an integral representation of the
truncated operator (3.1) on the range K(L,) of the operator K. We
make use of the kernel N.(s)

[O®)k(s—t)dt, e<s<b
€ (4.1)
0, O<s<e

introduced in [3], see Subsection 5.2. It was also proved that this kernel
has other representations

e [k(s)—k(s—t)dt, s>e

see Lemma 5.3 in [3].

Lemma 4.1. Let a Sonine kernel k(z) satisfy assumptions (2.7) and
(2.8) on [0,b], 0 <b < oo. Then for f =Ko with ¢ € L,(0,b),1 <p <
o0, the representation is valid

fNe(s)go(a: —s)ds, e<zxz<b
K f(n) = 4 0 )
(x)f(x), O<zx<e
Proof. According to (3.1) we represent the operator K= as
K f(2) = U(x)f(z) + Ve f(2) (4.6)

where W_f is the operator defined in (3.2). To calculate V. f(z) for
f = K¢ we observe that

f(rc—t)—f(x)=/Ox[h(s—t)—k(S)]so(w—S)ds (47)

11



k(s), s>0
0, 5 <0
sider only the case x > e. Substituting (4.7) into (3.2), we obtain

where k; (s) = . By definition (3.1), it suffices to con-

xT

V. f(z) = /Ag(x, s)p(x —s) ds (4.8)

where
x

A (z,s) = /E’(t)[k+(s —t) — k(t)] dt, x>c¢,

justification of the interchange of order of integration being easy by Fu-
bini theorem. Obviously,

Az, s) = / C()ky (s — t) dt + k(s)[0(e) — £(2)]

Therefore, according to (4.1) we have
Ac(x,8) = N:(s) — k(s)l(x)
and then from (4.8)

/N olr —s)ds —l(x)f(z), x>¢

which transforms (4.6) into (4.5). O
To prove (3.5), we make use of (4.5) and for f = Ky obtain

Il = o) [ 5t ] A0

Ly(e,b)

+ (@) 2,00, < /N p(r — s) ds +(A+1) [le(@) (1, 0.

LP(E’b)
by Theorem 2.8. The second term in the last line tends to zero as ¢ — 0.
We have to show the same for the first term

/N oz —s) ds /N oz —s) ds

Lyp(e,b) ( ) Lp(RY)
4.9

12



where we denoted

- (s), if 0<s<hb, ~ N:(s), if 0<s<b,
”@:{5 it s ¢[00 M@:{Q it s ¢ [ab]

Here the kernel Ng(s) satisfies conditions of Lemma 2.7 under as-
sumptions (2.7) and (2.8) which we assume to be satisfied. This fact was
shown in [3] in the case b = oo. For completeness of the presentation,
we expose this proof also for the case b < oo in Appendix, see Lemma
7.1. Therefore, according to Lemma 7.1 and Lemma 2.7, from (4.9) we
see that I, — 0 as ¢ — 0. Then [[KZ'f — |, oy — 0 as e — 0, which
proves Theorem A.

5. Proof of Theorem B.

Necessity Necessity of the condition ¢(z)f(x) € L, follows from
the Hardy-type inequality (2.29). Necessity of condition (3.7) has been
proved in Theorem A. Necessity of (3.7) follows from representation (4.5)
and condition (7.2).

Sufficiency. Let{(x)f(z)€ L,and f(x) € Ly. Then U, f(z)
is well defined. Keeping (3.3) in mind, we denote

pe(r) = l(x) f(x) + Ve f(z) € Ly. (5.1)

We shall show that K. has the following representation it the rems
of the function f:

Ko (r) = A/, (5.2)
where .
Af— ue(a:)—l—OfNa(t)f(x—t) dt, e<x<b (5.3)
v(x), O<zr<e

and N.(z) is the identity approximation kernel (4.1) and

£

u*@:/%@—www—agywdu c<z<b  (54)

and

are "small” terms.
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Let x > e. To obtain the first line in (5.3), we make use of the
representation (3.2) for the term W, f(z) in (5.1) and obtain

T T t

Kp.(z) = /k’(z—t)ﬂ(t)f(t) dt+/k:(x—t) dt/é'(s)[f(t—s)—f(t)] ds

T

- /0 (=) U0) f(1) di+0(E) / k(z—t)f(t) dt+ / k(z—t) dt /0 He'(t—g) () de.

3 3

After the interchange of the order of integration in the last term, we have

x

Ko, (r) = /06 k(x —t)e(t)f(t) dt + (e) / k(x—1t)f(t) dt (5.6)

£

T—¢ z—§
4 / £(6) de / k(e — €~ y)0(y) d

By (4.1), we have

xT

/k(m —y)l'(y) dy = No(z) — l(e)k(z) for x> e,

)

which transforms (5.6) into

Ko (1) = / k(e — )[E(E) — €N () de

—i—f(g)/k(:c—t dt—l—/ N(t)f(x —t) dt

r—e

:/Osk:(x—t)[é() dt+/ N(O)f (o — 1) dt,

the last passage being made by using the fact that N.(t) = ¢(e)k(t) for
0 <t <e, see (4.1). This gives the first line in (5.3). The second line is
obvious.

To complete the proof of the sufficiency part of Theorem B, it remains
to pass to the limit in representation (5.2)-(5.3). We consider first the
case 1).

14



i). Suppose that condition (3.7) is satisfied. Then the functions ¢,
converge in L, and we put

() = lim e (2).

e—0

(Lp)

We shall show that f = K¢. By continuity of the operator K in L,, it is
sufficient to check that

f = lim Kg.. (5.7)
(ELp)
From (5.2) we obtain
IK.(x) - fll; 00 < / No&)f(x — t) dt — f(x) (5.8)
0 Ly(0,b)

Hfllzpo.) + el + 1V, 0.0)-

Here the first term on the right-hand side tends to zero as € — 0, since
N.(t) is an identity approximating kernel according to Lemma 7.1, see
also (4.9), the terms || f||z,(0,c) and |||z, 0,y obviously tend to zero since
f and v are in L,(0,b). To show that the term ||z.||z,0p) tends to zero,
we observe that £(¢) < £(t) in the integral defining the function ., if
0 < & < gg. Therefore,

/|k:x—t V()| di = /|k: Vo(w — t) f(z — )] dt.

Hence the estimate

Il L0 < Bl 2o ll€fllL,06) — O

as € — 0. Therefore, from (5.8) we obtain (5.7) which proves Theorem
B under condition (3.7).

ii). Suppose that condition (3.8) is fulfilled. Since the space L, is
weakly compact, from the boundedness of the set {U. f}.~o we conclude
that there exists a sequence €, — 0 such that ., weakly converges to a
certain function ¢ € L,. Then in the representation

Kgpsk = Ask f

which we have proved in (5.2), one may pass to the weak limit. Since
A, [ strongly converges to f, moreover it converges in the weak sense
and we obtain K¢ = f, which proves the theorem.
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6. Examples.

Examples given below are treated in L,(0,b) with 0 < b < oc.

Example 1. The equation

xT

1 ln%t—l—A .
Ky := /(wx_t)l_ago(t)dt:f(x), 0<a<l, AeR (6.1)

was studied by Volterra [8], see also [9], who obtained its solution in the

form
X

pz) = % /ua(:v —t)f(¢) dt
where o "
B xt—aeht B F,<1)
= [ ei—arg o A

the special function p,(x) being known thereafter as Volterra function,
see [1]. So in this example

a—1 1

k(z) = 1"3 ® {mg +A] L (@) = pal2).

It is easily seen that

() = o (®) = prra().

Both conditions (2.7) and (2.8) are satisfied, the monotonicity of
l(x) = po(z) near the origin follows from the fact that ¢'(z) = pai1(x)
is negative near the origin, the latter being seen from the known asymp-
totics of the function fia41(2):

I'(—a) 1
uaﬂ(x) = m |:1 + O (ﬂ)} as r — 0,

see [1], Subsection 18.3.
Therefore, we obtain as a corollary to Theorems A and B, the fol-

lowing statement proved, in a slightly different form in [2] (in the case
A=0).

The unique solution of equation (6.1) in the space L,(0,b),1 < p < oo,
15 given by the formula

T

p(r) = pa(z)f(x) + /ua+1(t)[f($ —t) = f(x)] dt

0
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with the convergence of the integral in the Ly-norm in accordance with
(5.1) and (3.5). The range K(L,) consists of those and only those func-
tion f(x) for which

< Q.
Ly(e,b)

sup
e>0

/ e (O (& — 1) — f()] dt

Example 2. The following example is due to Sonine himself:

J—V(Q\/E) ],,_1(2\/§)

k(x) = : lx) = —F—7—", O<v<l.
(V) (V)=
In particular, when v = £, we have k(z) = Cos(i\f), l(z) = %\/?\f)

In this example ¢'(x) = IE:/%()QQ‘[V) and we see that both conditions

(2.7) and (2.8) are satisfied. Therefore, for the equation

/x J_(2va —1)
o (Wx—t)y

from Theorems A and B we obtain the following new inversion statement.

p(t) dt = f(x), (6.2)

The unique solution of equation (6.2) in the space L,(0,0),1 < p <
00, is given by the formula

Cha@vD) [ Lea2VD)
ole) = 2L p(a) 4 [ 22

with the convergence of the integral in the L,-norm and the description
of the range K(L,) given by

/x Iy—2(2\/¥)
(Vep

[f(z —1t) = f(z)] dt

< 00.

[f(x—1) = f(a)] di

sup
e>0

Ly(e,d)

Example 3. Let

O(B; ;1) = Zﬁ—Z— r e R

im0 (O

be the confluent hypergeometric function (Kummer function). The func-
tions

m@(ﬁ;a;)\x) and K(x)zmq)(

k(x) = —06;1—a; \x) (6.3)
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where 0 < o < 1 and 3,\ € R, form a pair of Sonine kernels. This
may be easily verified via Laplace transforms. Indeed, relation (2.1) in
Laplace transforms means that

and by direct calculation of the Laplace transforms of the series defining
kernels (6.3), one can easily obtain that

pP
(p— AP

By the known formula £ [2*71®(a;b;2) = (b — 1)2"2®(a; b — 1;2)] we
obtain that

(p—NF

K(p) = and L(p) = i p>A

1 ®(—f; —a; \v)
F(_ CK) rlta
and conditions (2.7) and (2.8) are fulfilled. Therefore, one can easily de-

rive the correspondence corollary from Theorems A and B for the equa-
tion

U(x) =

T

1 / (05 o5 Az — 1))

@)~ =t

o(t) dt = f(x), (6.4)
with the inversion formula

Example 4. Let k(z) = % — A, where 0 < @ < 1 and A > 0. This
is the Sonine kernel with

lz) = :B_O‘El_ml_a()\zl_a),

where E, 5(z) = > 1o, F(#km) is the generalized Mittag-Leffler function,
which may be verified via Laplace transforms. In this case

y Ei_o_a(Az®
() = Done AT

by the known differentiation formula for the Mittag-Leffler function, see
for instance, [10], p.48.
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Then it is easily seen that assumptions (2.7) and (2.8) are fulfilled
and one may apply Theorems A and B for inverting the equation

within the framework of L,-spaces:

x

p(x) = E1—a,1_a(Ax1_a)M + /El—a,—a()\ta)f(x —t) — f(z) "

xre tl—i—a

0

7. Appendix.

7.1 Proof of inequality (2.13).

Inequality (2.13) is derived from the inequality

£

/|k: Kz —o)| dx<ca+/k()dt, 0<e<e  (T1)
0

where ¢ = f |E'(t)| dt. To prove (7.1), we proceed as follows

b €

/|k Kz — o) dx—/ /k:’(x—e+t)dt da

£

gjdt/b|k’(x—5+t)] dxgidt/b|kf<x>y dx:/sdt /+/b K ()| da

0 € 0 t 0

whence (7.1) follows:

/b|k(x)—k:(9:—5)| dz < -jdtik’(x) dx+5/b|k:’(x)| dx

&€ &€

=ce +/k(t) dt — ek(gg) < ce +/k(t) dt.

It suffices to observe that (2.13) follows from (7.1) in view of proper-
ties (2.10) and (2.12).
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7.2 Approximating property of the family N.(x).

Lemma 7.1. If the Sonine kernel k(z) satisfies assumptions (2.7) and
(2.8), then N.(x) has the properties of the identity approzimation kernel:

sup / IN.(2)| dz = M < oo, (7.2)
0<e<en JO
lim N. (t)dt =1 (7.3)
e—0 J,
and -
lim ‘NE (5)‘ ds=0, &>0. (7.4)
E— )

Proof. By (4.2), we have

/OOO‘NE(S)‘ds:K(E)Aek(s)ds+/sb|jv€(s)|ds

for 0 < € < gy. Here the first term is bounded for 0 < € < gy by (2.10).
The second term is estimated by means of (4.4) as follows

/|N (s)| ds < £(e) /|k: (s— 5|ds—|—/ ds/ U(s —t)K'(t)| dt.

Here the first term is bounded by (2.13), while the second one is reduced
after the change of order of integration to

Kﬁwmﬁllwﬂ@+me”@fa$ﬁ

which is also uniformly bounded in view of (2.15) and (2.14).
To verify (7.3), we make use of representation (4.3) so that

b
d

7&@ j MS—M$+/EA@M5 (7.5)

£

»

where we denoted
Ag(s):/ﬁ(t)k(s—t)dt, 5> €.

For the first term on the right-hand side of (7.5) we have
b b
/ —ki(s—e)] /k ) ds| < cel(e) (7.6)
0
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since k(t) is continuous beyond the origin, see (2.8). For the second term
in (7.5) we have

b 5

[ A ds=am =1~ [ oo a (7.7)

€ 0

by condition (2.1), which obviously tends to 1 as ¢ — 0, which proves
(7.3).

Finally, to prove (7.4), we make use of representation (4.4) taking
into account that ¢ < § < s and obtain

b
dsglir% L) |k(s)—k(s—¢)|ds
=05

o0

lim ‘Na (s)
e—=0 Js

b €
+lim ds/ £ K (s — #) |dt = im 12 + lim I2.
e—0 Js 0 e—

e—0

For the term I! we have
b
Il < E(E)/ |k(s) — k(s —¢)| ds < cel(e) (7.8)

as in (7.6). Then lim I! =0 in view of (2.12).

For I? we have

I2 < /Eﬁ(t) dt/b K'(s)] ds < ¢(0) /6 ((t) dt — 0
0 -t 0

where ¢(§) = féb |K/(s)| ds under the assumption that e < 2. O
2
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