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Integral Equations of the First Kind of Sonine type
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Abstract

A Volterra integral equation of the first kind
Ko(z) = / Kz — t)p(t) dt = f(x)

with a locally integrable kernel k(z) € L{¢(RL) is called Sonine equa-
tion if there exists another locally integrable kernel ¢(x) such that
Jo k(z —t)e(t) dt = 1 (locally integrable divisors of the unit, with re-
spect to the operation of convolution). The formal inversion ¢(x) =
4 Jo €(x —t) f(t) dt is well known, but it does not work, for example,
on solutions in the spaces X = L,(R!) and is not defined on the whole
range K (X).

We develop many properties of Sonine kernels which allow us - in a
very general case - to construct the real inverse operator, within the
framework of the spaces L,(R'), in Marchaud form:

K1 f(x) = f(o0) f() + / T t) - fla) de

with the interpretation of the convergence of this ”hypersingular” inte-
gral in L,-norm. The description of the range K (X) is given; it requires
already the language of Orlicz spaces even in the case when X is the
Lebesgue space L,(R!).
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1. Introduction

We study integral equations of the first kind on the real axis of the form

Kgo::/ k(x—t)p () dt=f(z), z€R (1.1)
where the kernel k() is assumed to satisfy the condition that there exists
another kernel ¢(z) such that

/zf(x—t)k:(t)dtzl, x>0, (1.2)

the latter condition being known as the Sonine condition due to the paper
by Sonine [8], where such equations were firstly considered in the case of
finite interval, see [7], p.85, about Sonine equations.

A well known particular case of the Sonine kernel is the kernel of
fractional integration

a—1
k(x)_lgi(a)’ x>0, 0<ac<l, (1.3)
for which ¢(x) = F(xl;_aa), see [7], Section 2. Other examples can be found

in Section 7. There exist many examples of Sonine equations with special
functions in the kernel, see Section 7, such equations arising in many
applications.

2. Preliminaries.
2.1 Definitions.

Definition 2.1. A kernel k(z) € L*(RL) is called a Sonine kernel, if
there exists a kernel {(z) € Li**(RL) such that relation (1.2) is valid for
almost all v € R Correspondingly, the operator K with a Sonine kernel
k(x) will be called Sonine integral operator.

The kernel ¢(z) will be referred to as the kernel associated to the
kernel k(z). Obviously, ¢(z) is also a Sonine kernel.

From (1.2) it follows that both the Sonine kernel k(z) and its associate
((x) are necessarily unbounded as x — 0.

In the case where the kernels are both monotonous of the same sense,
the Chebyshev inequality is valid:

/xe(a;—t)k(t)dtgl/xk(t)dt/xw)dt, >0 (21)

T
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We observe that the standard proof of the Chebyshev inequality (2.1)
uses the assumption that the product k(t)¢(¢) is integrable, which is not
the case for Sonine kernels, however, the Chebyshev inequality may be
proved without that assumption, see Appendix.

2.2 On identity approximations.

An operator A, is said to be an identity approximation in a Banach space
X if ||Aef — fllx — 0 as e — 0. Let A. be a convolution operator:

Acp = /aE Bp@—td,  £>0. (2.2)

Rn

The following statement on sufficient conditions for operator (2.2) to be
an identity approximation is well known at the least for L,-spaces. For
completeness we give it with the proof in the following general form, see
Lemma 2.3, in which X = X(R") is an arbitrary space of functions de-
fined on R", satisfying the following axioms:

1) X is translation invariant: ||f(z — h)||x < C||f||x with C not de-
pending on h € R™ and the mean continuity with respect to the norm
| - [[x holds:

wx(f,0) := |§11|1<P5Hf(1?—h)—f(1f)|lx —0 as 0—0; (2.3)

2) Minkowsky integral inequality is valid

Remark 2.2. The above assumptions 1)-2) obviously hold for the
spaces L,(R"™), 1 < p < oo, and also for the Orlicz spaces Lg(R™) with
a Young function ®(u) satisfying the Aj-condition: ®(2z) < k®(x) for
large values of x, with some k > 0; the validity of Minkowsky integral
inequality is in fact a consequence of the definition of the Orlicz norm
and does not need the As-condition, while ®-mean continuity requires
this condition, see [1], p. 179. See also [1], p. 192, about identity
approximation with dilatation invariant kernel in case of the Orlicz space
Ecp.

f(,t) dt
R7

< [ 1ol (2.4

Lemma 2.3. Let a Banach function space X satisfy assumptions 1)



and 2) and functions a.(t) satisfy the conditions

lir% a. (t)dt =1, and la: (t)|dt <M <oo  (2.5)
E— R" R

with M not depending on € and

lim [ Ja. ()] dt =0 (2.6)

for any 6 > 0. Then A. is an identity approximation in the space X and
for any 6 > 0 the estimate is valid

[Aef = flix < Cle,0)l[fllx + Mwx(f,0) (2.7)

where

C(e,0) =

/naa(x) de — 1 ‘ + 2/|xl>§|aa(x)|dx. (2.8)

In particular, in the case a.(x) = 2a (%), estimate (2.7) reduces to

571/

47 = Tl < COWIs + M (£and) (29
with

C(s)—2/ (@) de and M= [ |a(z)| de.
\x|>ln%

Rn

Proof. We have

+
X

[ a1 = Cvp.

(2.10)
By the first condition in (2.5), the term D, in (2.10) vanishes as ¢ — 0.
For the term C. we have

4t =l < | [ el o -0 - F@na

= B2+ F°.
X

C. < H/| (0)[f (2 — 1) — f ()] i X+H/| (0)[F (e~ 1) — f ()] do

(2.11)
By Minkowsky inequality (2.4) and translation invariance we obtain

F9 Qe r—t)— f(2)|dt<(1+C . a. d
Es/ﬂ>5| OIS (=0~ F @)l dt < (1+C) | /ﬂ>5| <(t2>|1;)



which tends to 0 as € — 0 by (2.6). For E? we have

B < sl (=)~ f (@)l [l @< araxtr) 1)
t< 0
by the second condition in (2.5).
Gathering the estimates, we arrive at (2.7) which yields the conver-
gence by arbitrariness of 6. To obtain (2.9), it suffices to choose § = eln %
(]

2.3 About L, -setting for the Sonine equation.

To consider the Sonine operator on L,(R'), we have to introduce some
condition on the kernel, guaranteering the existence of the integral on
L,-functions. Obviously, if k(z) has a special form

m(z)

k(x) =

., x>0, sup |m(z)| < oo (2.14)

xlia x>0

with a bounded function m(z) and some a € (0,1), then a sufficient

condition is a < % by the Hardy-Littlewood theorem for fractional in-

tegrals. In this case the operator acts from L,(R'),1 < p < i, into

Lq(]Rl),% = zl) — «. For an arbitrary Sonine kernel, the range already

does not belong to any L,(R'), but may be embedded into some Orlicz
space according to Theorem 2.4.

First we note that a convolution with a locally integrable kernel k(x)
is well defined for any function f € L,(R') if there exists an N > 0 such
that - L1

4 Z4-
/N @) de<oo, =1 (2.15)
Indeed,

[e%S) N )
/ k(0 f(z — 1) di = / k(O f(x — 1) dt + / k(0 f(z — 1) dt
0 0 N
where the first term exists almost everywhere by the Minkowsky inequal-
ity and the second term is even bounded by the Holder inequality.
In Theorem 2.4 we use the notation

1 t

B = / k*(s) ds (2.16)
0

where k*(s) = inf{t > 0 : m(k,t) < s} is the non-increasing rearrange-

ment of |k(z)|, inverse to the distribution function m(k,t) = mes{z €

R : |k(z)| > t}.



Observe that
E(@) > k5(t), (k"] =kl 1<p<oo (2.17)
also
1], < PllEll, 1<p<oo (2.18)

by boundedness of the Hardy operator in L,.
The following statement is a particular case of the O’Neil theorem on
boundedness of convolution operators in Orlicz spaces, see [2], p.316.

Theorem 2.4. Let k(z) € LY(R'). The convolution operator K is
defined for all ¢ € L, (RY),1 < p < oo, under condition (2.15) or the

condition o |
/ de < 00 (2.19)

1
N xXrPp

with some N > 0. Under condition (2.19) the operator K is bounded
from L, (RY) into the Orlicz space Lg (R') with the Young function ®(x)
defined by its inverse

! (a;):/oo k**l(t)dt:p[xé /Oi\k(s)\dwf i (f)ds]. (2.20)

) T
: sp

p

Remark 2.5. The condition

/OO k(@)|" de < 00 (2.21)

N

for some r < p’ is sufficient for the validity of (2.19) which is easily
obtained by the Hélder inequality and properties (2.17) and (2.18).

Remark 2.6. From (2.20), by the direct differentiation we also have

do!(x) _ R () +p [k () RG]

1
dx 2

(2.22)

3. Sonine equation in Li(—o0,b), b < +oo.

Let

Lf::/m (o —1) f(#)dt (3.1)

—00



where ((z) is the kernel associated with k(z). Formally applying the
operator L to the operator K from the left, we arrive at the relation

/_x gp(s)ds:/_x I(z—1)f(t)dt, (3.2)

due to condition (1.2). Then the formal solution of equation (1.1) is

o(2) = K-If - d/x Lz — 1) f (1) dt. (3.3)

:% N

To justify this inversion for solutions in L;(—o0,b), we recall the
following definition, see [7], p. 130.

Definition 3.1. A function g(x) is said to be absolutely continuous
on (—oo,b): g(z) € AC(—00,b), if it is absolutely continuous on every
finite interval and has bounded variation on [—oo, ]

The condition ¢ (z) € AC (—o0,b) is equivalent to the representation
of g(x) in the form

g(x)= /x @ (t) dt + const with ¢ (x) € Ly (—o0,b).  (3.4)

—00

The following statement is valid.

Theorem 3.2. Let k (z) be a Sonine kernel. Equation (1.1) is solv-
able in Ly(—00,b) if and only if the function ge(x) = ffoo [(z—1t)f(t)dt
satisfies the conditions

ge(z) € AC(—00,b) and ge(—o0) = 0. (3.5)

Under these conditions the equation has a unique solution given by (3.3).
The proof of Theorem 3.2 is similar to the case of kernel 1.3 (see [7],
Theorem 2.1, p. 31 and also Theorem 6.3, p. 131).

The following lemma, in which

L(z) = /Om U(s) ds (3.6)

is the primitive of the kernel ¢(s), gives a sufficient condition for validity
of (3.5) in terms of the function f itself.

Lemma 3.3. If o) f(x)€ AC(—00,b), f(—o0) =0,
b) [T f )z —t)dt € L*(—o0,b), c¢) the integral [*__ f'(s)L(x —

7



s) ds  converges for all x € (—00,b), then go(x) € AC(—o00,b) and
ga(—00) =0 and g.(x) may be also represented as

ge(z) = /_x f(s)L(z — s)ds. (3.7)

Proof. By condition a) of the lemma, we have

gl(z) = /;z@;—t) dt/_; F(s) ds,

whence (3.7) follows after the interchange of the order of integration, this
interchange being easily justified by condition c).
To obtain (3.7), we observe that the relation holds

/_lf(x—t)dt/_;f/(s)ds:/_; (/_toof'(s)ﬁ(t—s)ds) dt

which may be verified via the interchange of the order of integration.
Then the statements g,(z) € AC(—00,b) and g/(—o0) = 0 follow from
condition b) of the lemma. O

4. Properties of Sonine kernels.

Lemma 4.1. Let a Sonine kernel k(z) and its associate €(x) have locally
integrable derivatives and satisfy the conditions

limtk(t) =0,  limt((t) = 0. (4.1)

t—0 t—0

Then the formula is valid
/0 SO () — k(o — )] dt =k (2) 0 (x) (4.2)

for almost all x > 0 (for all x > 0 if k'(z) and ¢'(z) exist at every point
x>0).

Proof. First we observe that from (4.1) it follows that the integrals
fol tk'(t) dt and fol t0'(t) dt exist (integrate by parts). From (1.2) we have

x/lﬁ(x —at) k (xt)dt = 1. (4.3)



Differentiating with respect to x, we obtain
1 1
x/ 0 (x —at) (1 —t) k (xt) +€(x—xt)k’(xt)t]dt+/ l(x —xt) k (xt)dt = 0.
0 0
After the inverse change of variables we have

/ng(x—t)(x—t)k(t)dm/me(x—t)k'(t)tdw/me(x—t)k(t)dt:o.

Here the third term is identically equal to 1. In the second term we
represent k'(t)dt as d[k(t) — k(x)] and integrate by parts. Non integral
terms vanish because of (4.1) and the fact that PH(]) L) [k(z)—k(x—t)] =0

for almost all # > 0 which follows from (4.1) and existence of the limit

PH&M for almost all z > 0. As a result we reduce the above
relation to

/z’ ) [k () — th (2)] dt + & ( /z 0.

Hence

$/0I€’(t) [k@)—k(z—t)]dt:k(x)/ox[z'(t)tw(t)]dt

which yields (4.2) since ¢/ (t)t 4+ £ (t) = L[tl(t)].
O

Remark 4.2. In Lemma 4.3 we show that condition (4.1) is satisfied
automatically for both k(z) and ((x) if k(x) and €(x) are non-increasing
i a neighborhood of the origin.

The inversion of the Sonine equation for L,-solutions will be realized
under some additional assumptions on the kernel k(x) and its associate
l(x):

monotonicity near the origin: there exists a neighborhood 0 <
T < g9 where

k(x) >0, £(x)>0 and k(z) |, fl(z)], 0<z<egp (4.4)

absolute integrability of £'(z) and ¢'(x) at infinity: it is assumed
that derivatives exist in the generalized sense and are locally integrable
and

/100 |K'(2)| dz < o0, /100 |0'(z)| dx < oc. (4.5)



Note that a kernel satisfying condition (4.5), stabilizes at infinity:

3 lim k(x) = k(oo), |k(o0)] < o0. (4.6)

T—00

Basing on the above additional assumptions (4.4) and (4.5), one may
derive many special properties of k(x) from the condition for k(z) to be
Sonine kernel, such as its behavior as + — 0 and z — oo and various
integral estimates. They are summarized in the following two lemmas
which are crucial for further proofs.

Lemma 4.3. Any Sonine kernel satisfying assumption (4.4), has the
following properties:

zk(x)l(x) <1, 0<z<eg (4.7)

k(m)/oxl(t)dtgl and ﬁ(x)/oxk(t)dtgl, 0<z<eg (4.8)

k;(a:)/ozl(t)dt+€(x)/0xk:(t)dt21, 0<z<e  (49)

/ k(t)dt/ﬁ(t)dt >z, 0<z<g (4.10)
0 0
mlir& k(x)= xli%lJré (x) = 400, (4.11)
JL%L zk (x) = mli,r& xl (x) =0, (4.12)
sup [/ K’ (t)]dt/ l(s) ds] =< 1. (4.13)
0<e<ep 0 e—t

Proof. By the monotonicity condition (4.4), in (1.2) we have k(t) >
k(x),l(x —t) > l(z), 0<az<e Therefore,

/xe (x— 1)k (1) dt > ((z) / k(1) dt > 0(x)k(z)x

so that properties (4.7)-(4.8) follow immediately from (1.2).
Inequality (4.9) is proved as follows:

1= /w k(t)(2x —t) dt + /236 k(t)(2x —t) dt

< l(x) /Ox k(t) dt + k(z) /290 0(2x —t) dt

10



whence (4.9) follows.

Inequality (4.10) is a consequence of the Sonine condition (1.2) and
Chebyshev inequality (2.1).

Property (4.11) follows from (4.8) by monotonicity of the functions
k(x) and ¢(x) near the origin. Taking (4.11) into account, we see that
(4.12) is a consequence of (4.7).

To check (4.13), we observe that

/|k’ |dt/ ((s /e ds/ K (1) dt

:/0 0(s)[k(e —s) — k(e)] ds=1—k(5)/086(3) ds <1

with (1.2) taken into account.
O

Lemma 4.4. If a Sonine kernel k(x) satisfies the integrability con-
dition (4.5) and k(oo) =0, then:

N+a
lim E(t)dt=0 forany a>0 (4.14)
N—oo Jn
and
/k(t)dtg/ k(t+e)—k()|dt, O<ec<e  (415)
0 0

If k(z) satisfies both (4.5) and (4.4), then
/oolk(x+h)—k(x)|dx<oo (4.16)
0
for any h € R! and

sup {E () /000 |k (x+¢) — k()] dx} < 00, (4.17)

0<e<ep

sup U w)dt/ W (1) dt
0<e<eo 0 £

Proof. First we prove (4.14). This property is derived from the in-

equality
N+a
/ k(s) ds| <
N

11

and also

< o0. (4.18)

a / TR dt (4.19)

N



and condition (4.5) for k(z); inequality (4.19) is derived from the equality

N+a N+a [e'e)
/ k(s) ds = —/ ds/ K'(t) dt
N N s

Let us prove (4.16). Let h > 0. Obviously

Ih::/000|k(a:—l—h)—k(m)| dm:/omdx/o "(z+1) dt‘ /dt/ x)| dz.

(4.20)
Let h > g (the case h < g is easier). We have

h €0 00
Jhg/dt(/ +/)|k’(x)|dx:h/ ()] da— /dt/ K () da
0 t 5 5
’ (4.21)

< h/oo |k ()] dx+/h k(t) dt

€0 0

which proves (4.16).

To prove property (4.17), we follow the same line as above with h = ¢,
multiply (4.21) by ¢(¢) and make use of properties (4.8) and (4.12).

To prove (4.18), we proceed similarly to actions in (4.21) and obtain

/Oeﬁ(t)dt/:owc’ )| dt = / dt/ dt—l—c/oaﬁ(t) dt

where ¢ = f;;o |k’ (t)| dt. Hence

/Ogé(t)dt/:o\k’()]dt k(<o) /e dt+c/€

so that, to get (4.18), it suffices to refer to property (4.8).
Finally,

/Oak(t) dt:/o |k(t)]dt—/ ]k(t)|dt:/0 k)] - [k + )} dt+/N_ k(8] dt .

Making use of property (4.14) as N — oo, we arrive at (4.15).

5. The Marchaud form of the inverse op-
erator

12



5.1 The Marchaud-type construction on ”nice” func-
tions.

In the theory of fractional differentiation it is known that the Liouville
fractional differentiation

ap_ L d [T f(t)dt
Df_F(l—a)dx/ (z —t)* O<a<i,

— 00

may be represented in the form

ey L (5-1)

known as Marchaud fractional derivative, see [7], p. 109. This form is
much more appropriate for the inversion of fractional integration within
the frameworks of L,-spaces, than the Liouville form, see [7], p. 123. Our
goal is to invert the operator K with an arbitrary Sonine kernel in L, (R'),
so our first aim is to find a corresponding analogue of the representation
(5.1).

Lemma 5.1. Let the associate Sonine kernel £(t) satisfy the condition
1iII(l) xl(x) = 0 and have derivative U'(x) € Li(e,N) for all0 <e < N <

0o. Then operator (3.3) may be represented in the form

K f)(x) = (o) f(x) + / Tt f@IC@d (52)

at least on "nice” functions f(x) for which the integral converges, for
ezample, on functions f(x) € C5°(RY).

Proof. First we observe that ¢(c0) exists by (4.5), as in (4.6). For
"nice” function f we have

N

(K/) (x)_/oooﬁ(t)f’(x—t)dt_ im [ 0(t) f (- t)dt.

N—oo 0

We substitute £(t) = ¢(N) — ftN ¢’ (€) d€, integrate by parts and arrive at
(5.2). Since f(x—t)—f(x) ~ ct ast — 0 for "nice” functions, convergence
of the integral on the right-hand side of (5.2) is seen by integrating by
parts due to the condition glclir(l) xl(x) = 0. O

When inverting the operator K under the L,-setting, we will interpret
operator (5.2) as the limit of the corresponding truncated integrals:

(K™'f) (z) = lim (KZ'f) () (5.3)

13



with
(K2) (@) = tof(e) + [ -0 7@l 0 (5.

and will prove the general inversion statement KKy = ¢, ¢ € L,(R')
for an arbitrary Sonine kernel satisfying rather general assumptions, with
the limit in (5.3) treated in L,-norm.

The operator K-! will be referred to as the truncated Marchaud-
Sonine operator.

5.2 Integral representation of the truncated Marchaud-
Sonine operator

a) The composition K_'K.
Theorem 5.2. Let a Sonine kernel k(x) and its associate {(x) satisfy
conditions (2.19), (4.5) and (4.4). Then the truncated Marchaud-Sonine

operator on functions f () = K¢ with () € L,(R"), 1 <p < oo, has
the following representation

(K-'Ky) (= / N (t)p(z—t)dt (5.5)
where
N, (s) = / T ) o (5 — 1) — k (3)] b+ 0(c0)k(s). (5.6

Proof. First we note that Ko(x) exists a.e. in the case p(x) €
L,(R™), by Theorem 2.4. Then K_'Ky(z) exists a.e. as convolution of
a function in Orlicz space with an integrable kernel ¢ '(z) € L;(e,00),
the latter being well known and following for example from (2.4), see
Remark 2.2.

We have

gﬂx—w—f@%=Am%+@—®—k®H¢@—@ds (5.7)

k(s), s>0

where k; (s) = { 0. s<0 Then

= /Oo {/OOO ki (s—t)—k(s)]@(x—s)ds| ' (t)dt+L(c0)(Kep)(x)
(5.8)

14



and after the interchange of order of integration we arrive at (5.5)-(5.6).
It remains to justify the above interchange. By Fubini theorem it
suffices to show that the integral

H@>—Amw@—$Mk/mW®+WAs—w—Mﬁwt

S

converges for almost all x. We have

Ia) = :qu@wk/mww»m@nwf/mww—QMg/mw&»wwﬂa

s

+/\w%ﬂﬂ%/wmﬂM@—ﬂ—MWﬁ:h+b+b

£

Obviously,
L+1,< cs/ (8)o(x — 5)] ds (5.9)
0

where ¢. = [~ |¢'(t)| dt, which converges for almost all 2 by Theorem
2.4. For the term I3 it suffices to show the convergence of the integral

/mwanﬁ[mwu—en«mw—w+mwmds
which has the form
/OO M’(t)] glx —t) dt + g(x) /OO |€’(t)| dt (5.10)

with g(z) = [7 |k(s)¢(z — s)| ds € Le(R') by Theorem 2.4. Tt remains
to note that the integrals in (5.10) converge. O

We will show later in Lemma 5.4 that N.(s) is the averaging ker-
nel, so that the operator on the right-hand side of (5.5) is the identity
approximation operator.

b). Properties of the averaging kernel N.(x).
Lemma 5.3. Let the Sonine kernel k(x) satisfy the assumptions (4.4)

and (4.5). Besides formula (5.6), the kernel N.(z) may be represented
also in the following equivalent forms:

Na(s)zf(s)[k:(s)—k+(s—5)]+%/S€(t)k+(s—t)dt, (5.11)
N. (s) = £(c) [k(s)—k(s—s)]—/s (DK @) dt, s>z (5.12)

15



N.(s) = L(e) k(s) + / () ks (5 — 1) dt (5.13)

and

{féf’(t)[Ms)k(st)]dt, s>¢
Ne (s) = (5.14)

k(s)l(e), 0<s<e

Proof. From (5.6) we have (5.13). Relation (5.11) follows from (5.13),
if we observe that

% 0856(3_t)k(t)dt—€(5)k(s—5)+/:€’(t)k(s—t)dt. (5.15)

Let us prove (5.14). The second line in (5.14) is already contained in
(5.11) and (5.13). Let s > €. Then from (5.6) we have

N. (s) :/86’ () [k (s — t) — k()] dt—/ooﬁ’ () k(s) dt + k(s)f(co),

or

Ns(s):/osé’(t) (s — 1) — k()] dt
—/Ogg' () [k (s — ) — k (s)] dt + k() € (s) (5.16)

which turns into (5.14) by (4.2).
To prove (5.12), we use (5.14) and for s > ¢ have

V.(s) = g |

6—0

/E O(t)k(s) dt — / O(t)k(s — 1) dt]

0 0

— lim {e(a) k(s — 8) — k(s)] + £(e)[k(s) — k(s — €)] — /5 K (s — t)dt} .

6—0

Since k(s) is differentiable for s > 0, the first term tends to zero as § — 0,
by (4.12), which yields (5.12).
|

Lemma 5.4. If the Sonine kernel k(x) satisfies assumptions (4.4)
and (4.5), then N.(x) has the properties of the identity approzimation
kernel:

0<e<eg

sup / |N:(z)| de = M < oo, (5.17)
0
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(e 9]

lim [ N.(t)dt =1 (5.18)

e—0 0
(f;° Ne (t)dt =1 in the case k(co) =0) and

[e.9]

lim [ |N.(s)|ds=0, §&>0. (5.19)

e—0 FY

Proof. By (5.14), we have

/OOO‘NE(S)MS:5(6)/08\16(8)\6154—/:0\NE(S)MS

for 0 < € < g9. Here the first term is bounded for 0 < ¢ < gy by (4.8).
The second term is estimated by means of (5.12) as follows

/:O\Ng(s)]dsgé(a)/a|() sa|ds+/ ds/ (s — K (1)| dt.

Here the first term is bounded by (4.17), while the second one is reduced
after the change of order of integration to

/Os\k’(t)\ dt/; 10(s)| dS—i—/aOOUg’(t)’ dt/:g(s) s

which is also uniformly bounded in view of (4.18) and (4.13).
To verify (5.18), we make use of representation (5.11). For the first
term in (5.11) we have

a a

/Ooo[/f(s)—k+(s—5)]ds:ali_{go i [k<3)—k+(3—5)]d$:(}ijgo ) k(s) ds=0

(5.20)
by (4.14). To treat the second term in (5.11), we denote

Ag(s):/sﬁ(t)k‘(s—t)dt, s> ¢

so that in view of (5.20)

/ N.(s) ds = / d%Aa(s) ds = A.(c0). (5.21)

It remains to show that lir% A.(0c0) = 1. We have

§—00

A.(00) = lim U:w)k(s—t) dt—/:at)k;(s—t) dt}

17



£

—1— lim [ ((t)k(s —t) dt. (5.22)

S§— 00 0
The remaining limit in (5.22) equals zero if k(co) = 0, this limit existing
by (4.6). Indeed, sup |k(s —t)| = |k(s.)| with s — e < s. < s, which
0<

t<e
tends to zero as s — o0o. Hence A.(co) = 1 and from (5.21) we obtain
that [;° N.(t) dt = 1. In the case where k(co) # 0, we arrive at (5.18).

Flnally, to prove (5.19), we make use of representation (5.12) taking
into account that ¢ < § < s and obtain

iy [ INL(©)1de <ty [ 0(6) Ik (s) = k(s =) ds

+lim da/é&ﬂ#@—wkﬁ:hma@ﬁ+hmﬁ.

e—0

The term I, Lis estlmated as in (4.20):

Q§/|mw@ |m</m/yy|w</ﬁ/|y\m_%
0 t+9

(5.23)
by (4.5). Then lir% ((e)I! =0 in view of (4.12).
For I? we have
:/£®ﬁ/|wﬂ$§d®/awﬁ—w
5—t
where ¢(6 f 5" |K'(s)| ds under the assumption that ¢ < 2. O

6. Inversion theorem and characterization
of the range K(L,)

Theorems 6.1 and 6.3 of this section are generalizations of Theorems 6.1
and 6.2 from [7] which correspond to the special case k(z) = ¢ . The
proof follows principally the same lines as in the proof in [7], but we
emphasize that this generalization from the case of power kernel to the
case of a general Sonine kernel required non trivial efforts to show that in
the general case the corresponding kernel in the integral representation
5.5 is an identity approximation kernel, see the proof of Lemmas 5.3 and
5.4.

Theorem 6.1. Let k(x) be a Sonine kernel satisfying conditions

(2.19), (4.4) and (4.5). Then
K 'Kp=¢p, ¢elL,R", 1 <p<oo, (6.1)

18



where
(K™ f) (@) = £(00) f() + lim Oo[f(fc —t) = f(@))(t)dt  (6.2)

(Lp) V€

Proof. By Theorem 5.2, representation (5.5) is valid. Because of
the properties of the kernel N_(s) obtained in Lemma 5.4, Lemma 2.3 is
applicable, with X = L,(R"), which completes the proof.

O

In Theorem 6.3 below we give a characterization of the range

K(Lp) ={f: f(2) = (Kp) (), € L, (R)}

of the operator K under our general assumptions (2.19), (4.5) and (4.4)
on k(x). Naturally, this range is imbedded into a certain Orlicz space.
In some cases it is possible to stay within the L,-scale, namely under
the assumption that there exists an a € (0,1) such that the function
m(x) = x* 'k(z) satisfies the conditions

sup |m(z)| < oco. (6.3)

Ry
In general case, dealing with the Orlicz space Lg with the Young
function ® defined by (2.20), we need to know that the function ® has the

Ag-property, because we will use Theorem 2.3 on identity approximation,
see Remark 2.2. The following lemma is valid.

Lemma 6.2. Let k(z) satisfy assumption (4.5) and (2.19). The
Young function ®(u) defined by (2.20) satisfies the Ay-condition if and
only if

TR (5) dr

250 Jy k(t) dt (6.4)

Proof. As is known, the As-condition is equivalent to the condition

lim ug(lg) < 00, see [1], p. 138, or equivalently,
U— 00

!
r—oop = ~1(x)

By (2.20) and (2.22) we have

oY (x) = p [k (i) + / N k()d]

< 00. (6.5)




and

d 1 1
_(I)—l — 572 wk [

for x — oo. Then condition (6.5) reduces to (6.4). O

In Theorem 6.3 we denote for brevity

1 Ls(RY), if  Kk(x) satisfies (2.19) and (6.4)
Y(RY) = { L,(RY, if  k(z) satisfies (6.3)

where the Young function ®(u) is defined by (2.20).

(6.6)

Theorem 6.3. Let k(x) satisfy conditions conditions (2.19),(4.4)
and (4.5). Then f(z) € K(Ly,), if and only if f(z) € Y(R') and one
of the following conditions is satisfied

limK_'f €L, or sup HK;lfHL < 0. (6.7)
e>0 P

e—0

(Lp)

Proof. Necessity part. Let f = Ky, ¢ € L, . The statement
f(z) € Y is immediate by the O’Neil and Hardy-Littlewood theorems.
The existence of the limit lir% K_'f is a consequence of Theorem 6.1. The

uniform boundedness sup ||KZ!f|| 1, < oo follows from representation
e>0

(5.5) and property (5.17).
Sufficiency part. First we will show that, under the assumptions of
the theorem, there exists a ¢ € L,(R') such that

f(z) = flz —h) = (Kp)(z) — (K¢)(x —h) forall heR'. (6.8)
We denote

(Anp) (z) = /oo ap (v —1) ¢ (t) dt = (Ky) (z) — (Ke) (z = h)

where
ap (t) = k(t) — ky(t — h) € Li(R") (6.9)
by property (4.16).
We have

AKI =K AL f = (KD'K ) (2) — (KK f) (2 — h) (6.10)

at least on "nice” functions, for example, on functions f € C§°. Making
use of the representation (5.5), we arrive at the relation

AKf = / TN @ —t) — flo— h— )] de (6.11)
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at the least for f € Cg°. The class Cg° is dense in the space Y (R'); in
the case Y = Lg it is valid under the A,-condition, see Lemma 2.3 and
Remark 2.2, that is, under condition (6.4). Therefore, by boundedness
of the operators in (6.11) we conclude that (6.11) is valid on the whole
space L,(R').

Now we pass to the limit in (6.11) in Y-norm as ¢ — 0, which is
possible since the right-hand side of (6.11) converges to f(z) — f(z — h)
by Lemmas 5.4 and 2.3. We obtain

Fw) — flz —h) = lim 4K f

with the limit treated in the sense of the space Y (R').
Let the first condition in (6.7) be satisfied. Then, by bounded-
ness of the operator A, in L,, there exists the limit lin& ALK =

(Lp)

Ay, (lslirolK 1f) = App with ¢ = lim K_!f. Since A,K-!f converges
(Lp) (Lp)
both iIi Y-norm and L,-norm, the lipmit functions coincide almost ev-
erywhere and we arrive at relation (6.8). To arrive at (6.8) under the
second condition in (6.7), we repeat the same arguments basing on a
weak compactness of bounded sets in L, see details in 7], p. 128 in the
case k(z) = 23"

Relation (6.8) being obtained, it remains to observe that it immedi-
ately implies f(x) = (K¢)(z), since functions with equal differences may

differ only by a constant, which may be only zero in our case. O

7. Sufficient conditions for a function to be
a Sonine kernel and examples.

Examples of kernels satisfying condition (1.2) given in the Sonine paper
8] (see also [9]) are the following:
1). Bessel-type functions:

ko) = (Va) "I @VE)  and (@) = (VB T Lo (2vE) (T.1)

or symmetrically
k) = (VI UL,(2v7)  and  l(x) = (VI o(2VE), (T2)

)k( )2k:+u ( )2k+1/
where J,(z) = Z oo o and I(x) = Z g are the Bessel

and modified Bessel functions, respectively, O < v < 1. In particular,
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one may take

b(r) = SSVE) e % (7.3)

or vice versa.
2). Power-exponential function and the incomplete gamma function:

k() = e (7.4

Ux) = A | — 2 T(—ade)+1] = Ao g — /ooe_kt dt (7.5)

x) = —[(—a, \x = )
I'l—a) ’ r(l—a) ), ti+e

where 0 < aw < 1, A > 0, and I'(—a, ) is the incomplete gamma function

(the associate kernel (7.5) was given in [8] in a different form).

Note that relation (1.2) in Laplace transforms K(s) = [ e *'k(t) dt
has the form

sKC(s)L(s) = 1. (7.6)

Therefore, examples of Sonine kernels may be obtained via relation (7.6).
For example, for (7.1) and (7.2) in view of (7.6), we may refer to the
formula for the Laplace transform of the corresponding Bessel function:

1

/ e (V) T (2E) de = S
0 s

see [3], formula 212.9.3. For (7.4)-(7.5), by direct calculation of Laplace
transforms we have

K(s) = m L(s) = W;S)a.

Some sufficient condition for a function k(z) to be a Sonine kernel is
given by the theorem below. Let

k(x) = alz) where O0<a<1 and a(z)= Zakxk, ap # 0.
k=0

xl—a’

(7.7)

Theorem 7.1. ([12]). There exists a unique analytic function b(x) =
S bra® | such that the kernel k(x) in (7.7) and the kernel
k=0

0(x) = (7.8)



are associate Sonine kernels; the series for b(x) converges where the series
for a(x) converges. The coefficients by may be uniquely determined from
the following triangular algebraic system:

sinam
™

apby =

Sbran (Ik+1—a)l(a+n—k)=0, n>1" (7.9)
k=0

In [12] Theorem 7.1 was proved by means of contour integration in
the complex plane. The reduction itself of Sonine condition (1.2) for
functions (7.7) and (7.8) to the algebraic system (7.9) may be given in
a direct form. Indeed, substituting (7.7) and (7.8) into (1.2), after the
change of variables t = x&, we obtain

! 1 - k k - j
- g — . E bl de = 1.
/Ov é‘a(l - 5)1—(1 k=0 e (1 €> 7=0 Jx f é :

Multiplying two power series and equalizing the coefficients, after easy
calculations we arrive at (7.9).

Theorem 7.1 covers kernels close to power-type functions. Clearly, the
class of Sonine kernels is wider and includes, for instance, functions with
power-logarithmic singularities at the origin. More precisely, functions

of the form "

k(x) = h(z)z*? ﬁ [ln...ln J (7.10)

xT
k=1 k

are Sonine kernels, where h(z) is any absolutely continuous function with
h(0) #0,0 < a< 1,y € RUE =2, ...,n,vy €Z and 7 is a sufficiently
large number, see [4] where a more general class of Sonine kernels was in
fact considered, the reference to [6] is also relevant.

Examples given in (7.1)-(7.2) and (7.4)-(7.5) are of the type of (7.7)-
(7.8).

We mention also another example of the same nature:

k(z) =2°'®(B,05-Az), 0<a<l (7.11)
and _
lz) = Smomx_afb(—ﬁ, 1 —a;—Az), (7.12)
T

where ®(5,a;2) =Y 1, %i—’f is the Kummer function (to see that these

functions form associate Sonine kernels, we refer to formulas (37.1) and

(37.31) in [7])
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We dwell also on examples not covered by Theorem 7.1, namely

k(z) = 1+%, a>0, (7.13)
a
k'(l') =1- :LJ_—oc’ a > 0. (714)
In the case of (7.13) we have
1
U(z) = —be"Perfe (by/z),  b=al(a), (7.15)

N

which may be verified via Laplace transforms:

Vs+b 1
=N L=
We observe that the function (7.15) satisfies the property ¢'(z) € Ly(e, 00), e >
0, which may be obtained by means of the known asymptotics for the

2
S - e (L _ 1 , 3 _ 15 _ .
error function: erfcax = NG (2 53 T 15 — 507 — )asx—>oo.

For the function k(x) in (7.14) the associate Sonine kernel is the
generalized Mittag-Lefler function:

U(z) = bx " Ey_g1-a(bz' ™), b=al'(a), (7.16)

where E,5(x) = Y 1 %#Iikﬁ)’ which may be also verified by means of
Laplace transforms, see formula (1.93) in [7]. However, this kernel and
its derivatives grow exponentially as x — oo.

Finally, we mention a kernel of power-logarithmic type

Int+ A

k‘(l‘) -z

I'(a)xt-«

where A € R!, the associate Sonine kernel is expressed in terms of the
special function known as Volterra function:

_ (o)

(o)

(7.17)

6(55) = Na,h(x)a h

—A (7.18)

where

00 ‘,L,tfa 6ht
)= [ =X a4
fan () /0 T(t+1—a)
Relation (1.2) in the case (7.17)-(7.17) is a consequence of the formula

oo
a—1

sz S
/6 fo,n(7) dv = ns—_h s> e,
0
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which can be checked directly. The function p, j and the corresponding
integral equation of the first kind with power-logarithmic kernel were first
studied in [10], see also [11]; closed form solvability of power-logarithmic
integral equations of the first kind of more general form can be found in
(7], Section 32.

From the asymptotics of the Volterra function at the origin, see [10],
or [7], formula (32.8), it follows that ¢'(x) = fia+14(x) is negative near
the origin and then ¢(x) = pi n(x) satisfies the monotonicity condition
(4.4). However, the function p, () is exponentially growing at infinity
(like €7"), the same for its derivative.

As some of the above examples show, the associate Sonine kernel
((x) may grow at infinity and even exponentially, although the kernel
k(x) was decreasing, and the condition ¢'(x) € Ly(g,00) is not satisfied.
Therefore, the general inversion formula (6.2) is not applicable in these
case. However, it may be modified in such a way that it is applicable to
functions f(x) with support in (=N, 00), N < co. This modification for
a general Sonine-type kernel will be realized in another paper. In this
relation, see [5] where a finite interval analogue of the Marchaud formula,
that is, formula (5.2) for the kernel (7.17) was obtained.

The formula (6.2) in its direct form is applicable, for example, to
kernels (7.4)-(7.5), (7.13).

In the case of (7.4)-(7.5) we note that the inversion formula obtained
by Theorem 6.1 for the equation ﬁ [ e (@ —t)tp(t) dt = f(x)
for p(x) € L,(R"),1 < p < oo has the form

o(x) =\ f(x) T hm/ J( - 1) e Mdt  (7.19)
*) &3 “‘“
which formally coincides with
flx) — flx —t)e M
o(x) = 1_a lim / e dt, (7.20)
(Lp)
since [+ t1+a dt = TO‘) ([7], formula (5.81)); see [7], p.335, about

construction (7.20). However, the form of inversion (7.20) assumes that
we have to look for solutions such that e*(t) € L,(R?).

Appendix
The Chebyshev inequality (2.1) without the assumption of the inte-
grability of the product k(z)¢(x) on [0, €] is proved via the same ideas as
in the case of integrability, if we first cut off the origin. Namely, following
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the standard proof, see f.e. [13], we observe that

/ - / - k(z —1t) — k(y)|[l(x —t) — {(y)] didy

is positive if k(z) and ¢(x) have monotonicity of the same sign, and is
negative if they gave monotonicity of an opposite sign. Hence we obtain

(z — 26) /5 ) di > /5 e ar /6 oy

in the former case, the sign of the inequality being opposite in the latter
case. When k(z) and ¢(x) have the same monotonicity, the functions
k(x —t) and £(t) have the opposite monotonicity; therefore,

(& — 26) /5 " ke — 0o dt < /5 ke — byt /5 oy

and it remains to pass to the limit as § — 0 to obtain (2.1).
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